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Abstract Knowledge graphs play an important role in artificial intelligence (AI)
applications – especially in personal assistants, question answering, and semantic
search – and public knowledge bases likeWikidata are widely used in industry and
research. However, modern AI includes many different techniques, including ma-
chine learning, data mining, natural language processing, which are often not able
to use knowledge graphs in their full size and complexity. Feature engineering,
sampling, and simplification are needed, and commonly achieved with custom
preprocessing code. In this position paper, we argue that a more principled integ-
rated approach to this task is possible using declarative methods from knowledge
representation and reasoning. In particular, we suggest that modern rule-based
systems are a promising platform for computing customised views on knowledge
graphs, and for integrating the results of other AI methods back into the overall
knowledge model.

1 Introduction

The modern-day rise of artificial intelligence (AI) in research and applications has
also sparked a renewed interest in graph-based knowledge representation. So-called
knowledge graphs (KGs) have become essential resources for intelligent assistants such
as Apple’s Siri and Amazon’s Alexa [48], for question answering features of modern
search engines such as Google1 and Microsoft Bing, and for the new expert systems in
the style of IBM’s Watson [21]. As with many recent AI breakthroughs, this has partly
been a matter of scale: modern knowledge graphs are orders of magnitude larger than
knowledge bases conceived in early AI. Public KGs such as Wikidata [52], YAGO2 [29]
and Bio2RDF [5] comprise hundreds of millions of statements; KGs in parts of the web
search industry are significantly larger still (due to, e.g., crawled schema.org annotation
data and other resources, such as maps).

The free availability of large knowledge graphs is also creating new opportunities
in research. KGs are used to improve the quality of approaches to natural language pro-
cessing, machine learning, and data mining [43]. Combining techniques from several
fields also leads to advances in knowledge representation, e.g., for improved association
rule mining [28]. Machine learning meanwhile can help KG construction and mainten-
ance, e.g., by employing methods of knowledge graph embedding to predict missing
information or to detect errors [11,54,43].

1 The company’s Google Knowledge Graph is the origin of the term.
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Nevertheless, the promise of perfect synergy between knowledge graphs and AI
often remains unfulfilled. Most KGs available today are the work of human authors,
who have contributed either directly or by creating heavily structured online content
(HTML tables, Wikipedia templates, schema.org annotations, etc.) from which KGs
could be extracted.2 When Google decided to migrate its former KG project Freebase
to Wikidata, it largely relied on human labour [49]. Even closely related AI techniques,
such as ontology-based knowledge representation, are used in only a few KG projects.

Why don’t we see much more use of neighbouring AI methods for building, main-
taining, and using KGs? The answer might be quite simple: the “knowledge graphs”
addressed in much of the current research are different from the real KGs used in applic-
ations. Real KGs are predominantly based on annotated directed graph models, where
directed, labelled edges are augmented with additional context information (validity
time, data source, trustworthiness, etc.). Related data models are used in Wikidata (Sec-
tion 3), Yago2 [29], and in the widely used property graph data model, where graph
edges are conceived as complex data objects with additional key-value pairs [46]. Real
KGs are also very large.

In contrast, research in other fields of AI often uses small, simplified excerpts of
KGs for benchmarking. For example, link prediction through KG embeddings is still
frequently evaluated with the FB15K dataset, which contains about 600,000 edges for
15,000 Freebase entities [11]. When Google announced the discontinuation of Freebase
in 2014, the KG had almost 45M entities and 2.5 billion edges, and it was using
annotations, e.g., for time (based on so-called Compound Value Types). In fact, KG
embeddings often conceive graphs as sets of “triplets” – a simplified form of RDF
triples – and n-ary relations, compound structures, quantities, and annotations are poorly
supported [43].

These limitations are not specific to KG embeddings, which can actually cope with
“triplet” graphs of significant size. Other knowledge-based data mining techniques are
also challenged by the scale of modern KGs. For example, Formal Concept Analysis
(FCA) requires a projection of graphs to Boolean propositions (“attributes”) [22], and
studies are typically working with hundreds of attributes at most (see, e.g., [25]). Similar
limitations in size and complexity apply to other rule mining approaches [28]. The field
of network analysis offersmany highly scalable algorithms, e.g., for computing centrality
measures such as PageRank, but they need KGs to be preprocessed to obtain directed
(and often unlabelled) graphs [38]. Which part of the KG is used to obtain the network
has a major impact on the meaning and quality of the results. Ontological knowledge
representation and reasoning also has been scaled to hundreds of millions of statements,
especially in recent rule engines [7,51], but does not cope well with exceptions and
errors, and lacks a general approach for handling annotations [35,33].

Simply put: no single AI approach is able to handle current KGs in their full size and
complexity. Indeed, although each approach might be further improved, one should not
expect future AI to be based on a single principle. New ideas are needed for reconciling
different AI formalisms. IBMWatson has pioneered one way of combining the strengths
of formerly incompatible methods in question answering [21], but this integration is

2 Crawling and extracting such content is a difficult task, and a worthy research area in itself, yet
the main work of knowledge gathering remains that of the human author.
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limited to selecting the best answer at the output level. To fully exploit KGs in AI, we
also need principled ways of defining input data that can be used by other techniques
(including the task of feature engineering inmachine learning). In this paper, we conceive
this as the task of defining suitable views onKG data, andwe propose the use of advanced
recursive query mechanisms to solve it in a declarative way. Modern rule engines can
compute some useful views already, but mostly lack the features needed for integrating
other methods. Moreover, for full integration, the outputs of such methods must be
reconciled with the KG contents.

In this position paper, we motivate this new approach, discuss the relevant state of
the art, and derive open issues for future research needed to realise this idea. The text
includes parts of an earlier publication of KGs in ontological modelling [33].

2 What is a Knowledge Graph?

The knowledge graphs in modern applications are characterised by several properties
that together distinguish them frommore traditional knowledgemanagement paradigms:

(1) Normalisation: Information is decomposed into small units of information, inter-
preted as edges of some form of graph.

(2) Connectivity: Knowledge is represented by the relationships between these units.
(3) Context: Data is enriched with contextual information to record aspects such as

temporal validity, provenance, trustworthiness, or other side conditions and details.

While many databases are normalised in some way (1), the focus on connections
(2) is what distinguishes the graph-based view. This is apparent not so much from the
data structures – graphs can be stored in many formats –, but from the use of query
languages. Graph query languages such as SPARQL [45] or Cypher [44] natively support
reachability queries and graph search features that are not supported in other paradigms.3

Contextual information (3) is introduced for a variety of reasons. It may simply be
convenient for storing additional details that would otherwise be hard to represent in
normalisation, or it may be used for capturing meta-information such as provenance,
trust, and temporal validity. Indeed, knowledge graphs are often used in data integration –
graphs are well suited for capturing heterogeneous data sources and their relationships –,
and it is natural to retain basic information regarding, e.g., the source and trustworthiness
of a particular piece of data.

While we can only speculate about the shape and content of Google’s original
knowledge graph, we can find the above characteristics in major graph database formats:

– Property Graph. The popular graph model that is used in many applications is
based on a directed multi-graph with attribute-value annotations that are used to
store contextual information on each edge and node [46]. Popular property graph
query languages, such as Cypher, support graph search [44].

3 SQL supports recursive views that resemble the expressivity of linear Datalog, but the standard
forbids the use of duplicate elimination (DISTINCT) in their construction, making them quite
useless for breadth-first search on graphs that may contain cycles.
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– RDF. The W3C graph data standard encodes directed graphs with different types
of edges. Support for storing contextual information has been added to RDF 1.1 by
enabling references to named graphs [17]. The SPARQL query language for RDF
supports regular path queries and named graphs [26].

Likewise, individual knowledge graphs exhibit these characteristics, for example:

– Yago and Yago2 are prominent knowledge graphs extracted from Wikipedia [29].
The authors extended RDF (at a time before RDF 1.1) with quadruples to capture
important contextual information related to time and space.

– Bio2RDF is a graph-based data integration effort in the life sciences [5]. It uses an
n-ary object model to capture complex and contextual information in plain RDF
graphs, i.e., it introduces new identifiers for tuples extracted from relational DBs.

– Wikidata, the knowledge graph of Wikipedia, is natively using a graph-like data
model that supports expressive annotations for capturing context [52]. Details are
discussed in the next section.

3 Wikidata, the Knowledge Graph of Wikipedia

To gain a better understanding of the problem, it is instructive to take a closer look at a
modern KG. We choose Wikidata, the knowledge graph of the Wikimedia Foundation,
since it is freely accessible and has become a major resource in many applications.
Wikidata is a sister project of Wikipedia that aims to gather and manage factual data
used in Wikipedia or any other Wikimedia project [52]. Launched in October 2012,
the project has quickly grown to become one of the largest and most active in terms of
editing. As of March 2019, Wikidata is one of the largest public collections of general
knowledge, consisting of more than 680 million statements about more than 55 million
entities. Wikidata is prominently used by intelligent agents such as Alexa and Siri [48],
but also in many research activities, e.g., in the life sciences [12], in social science [53],
and in Formal Concept Analysis [24,25].

The main content of Wikidata are its statements, which describe and interrelate
the entities. A Wikidata statement can be viewed as an edge in a directed graph that
is further annotated by attribute-value pairs and provenance information. For example,
Fig. 1 shows two statements as seen by users of wikidata.org. In both cases, the main part
of the statement can be read as a directed edge: Berners-Lee’s employer has been CERN,
and the film The Imitation Game has cast member Benedict Cumberbatch. In addition,
both statements include contextual information in the form of additional property-value
pairs that refer to the statement (rather than to the subject of the statement). As one can
see, this additional information includes classical “meta-data” such as validity time and
references (collapsed in the figure), but also other details that are more similar to the
modelling of n-ary relations.

Statements consist of properties (e.g., employer, start date, character role) that are
given specific values, which may in turn be Wikidata items (e.g., Alan Turing, CERN)
or values of specific datatypes (e.g., 1984, which denotes a date whose precision is
limited to the year). Notably, the properties and values used in the main part of the graph
are the same as those used to add contextual information, and this can be exploited in

wikidata.org
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Statement from the page of Tim Berners-Lee (https://www.wikidata.org/wiki/Q80):

Statement from the page of The Imitation Game (https://www.wikidata.org/wiki/Q14918344):

Figure 1. Two statements from Wikidata

Tim Berners-Lee CERN

Fellow1984 1994

employerin
statement_1234

employerout

start time end time position held

Figure 2. Plain graph encoding of the upper statement in Fig. 1

queries (e.g., one can ask for actors who have played computer scientists). Moreover,
Wikidata allows users to create new properties, and to make statements about them.
From a knowledge representation viewpoint, Wikidata properties are therefore a special
type of individual rather than a binary predicate.

Some further details of Wikidata’s graph model are briefly noted: (1) the same
directed relationship may occur with several different annotations, e.g., in the case of
Elizabeth Taylor whowasmarried to Richard Burton several times; (2) the same property
can be assigned more than one value in the context of some statement, e.g., this is used
when several people win an award together (together with is the Wikidata property used
to annotate the award received statement); and (3) the order of statements and statement
annotations is not relevant.

Wikidata’s rich graph model can of course be encoded in simpler graph structures,
which mainly requires some way of encoding statement annotations. To this end, state-
ments are represented by own vertices in the graph, whose incidental edges can indicate
their related entities and annotations. Figure 2 illustrates this approach for one encoding
(other encodings would be possible [27]). Note that each Wikidata property gives rise
to several distinct edge labels, and in particular that the main property employer is split
into two parts. Wikidata uses a similar encoding to export its contents to RDF. The
actual encoding is slightly more complex, e.g., since some data values such as geo-
graphic coordinates also need to be encoded using several edges, and since the export
already includes several alternative encodings as well as further data [39]. As of March
2019, the RDF export of Wikidata comprises 7.28 billion triples with more than 64,000

https://www.wikidata.org/wiki/Q80
https://www.wikidata.org/wiki/Q14918344
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RDF properties.4 It is natural that a more normalised representation like RDF requires
significantly more edges to capture the contents of a KG. The magnitude of this increase
underlines the challenge that AI methods based on simpler graph models are facing.

The RDF encoding of Wikidata can be downloaded in the form of file exports and
queried through a public SPARQL query service, which is based on the current version
of this continuously changing KG. Details are described by Malyshev et al. [39]. The
public SPARQL service is used as anAPI inmany applications, and serves in the order of
100 million queries per month. Malyshev et al. also published 575 million anonymised
queries and provide an initial analysis of their form and content.

4 Ontology-Based Views on Knowledge Graphs

The sheer size of Wikidata creates difficulties for some approaches in data mining
and machine learning, but the bigger challenge lies in the complexity of the data, in
particular due to the use of complex data types and annotations. Interpreting statements
might require background knowledge on Wikidata’s modelling conventions or at least a
certain amount of common sense.

Example 1. Wikidata specifies many historic facts, and among the most common an-
notations are those for temporal validity. For example, London is said to be located in five
administrative regions, including the Kingdom of Wessex and two distinct entities called
England. The only current value is Greater London, from which a chain of (temporally
current) located in statements leads to present-day England. A challenge in this infer-
ence is that the times specified for each statement along the chain are different, although
the intervals overlap. Population numbers and mayors are also commonly temporalised,
whereas other transient statements do not specify a temporal context, e.g., London is
stated (without any annotations) to be the capital of ten entities, including some that
no longer exist. Indeed, many entities also specify times for inception (creation) and
dissolution (abolishment), which should be considered when interpreting statements.

Notably, the background knowledge needed to correctly interpret such statements
might not be encoded in Wikidata at all. Applying data mining or machine learning
techniques to the unfiltered data therefore is likely to produce unintended results, even
if the scalability issues can be overcome. This suggests that preprocessing is needed to
obtain not only smaller but also more regular, hence predictable, slices of the data.

Instead of relying on ad hoc preprocessing, we propose to model the required back-
ground knowledge explicitly using declarative knowledge representation languages. In-
deed, the “slices of the data” that we seek correspond to views (under the meaning
common in databases). Logical formalisms have been proposed for specifying such
views declaratively, comprising approaches such as Datalog queries [2], inclusion de-
pendencies [37], tuple-generating dependencies [13], and ontology-based data access
(OBDA) [14,32]. It is worth to consider these approaches for use on KGs.

However, the application of formal logic to KGs is not straightforward either, since
the latter may not have a native expression in predicate logic. Statements as in Fig. 1

4 https://grafana.wikimedia.org/dashboard/db/wikidata-query-service

https://grafana.wikimedia.org/dashboard/db/wikidata-query-service
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could be represented as n-ary relations, but the arity would be different for each statement
depending on howmany annotations are given. Indeed,Wikidata does not impose a limit
on the number of annotations, and some statements use a large number of them. For a
faithful relational representation with predicates of bounded arity, we therefore need to
use an encoding like the one in Fig. 2.

With this encoding, any modelling language that is compatible with predicate logic
can be used on knowledge graphs, including description logics (DLs) – today’s most
common ontology languages and the basis of OBDA.

Example 2. Hanika et al. apply Formal Concept Analysis to Wikidata by defining at-
tributes based on the incidence of Wikidata properties to certain objects [25]. Using
relation names as in Fig. 2, we can express, e.g., that every entity that is the source of a
motherin relation should be in a unary predicate Mother (used as an attribute in FCA). In
first-order logic, this is expressed as ∀x.(∃y.motherin(x, y)) ↔ Mother(x). An equivalent
DL sentence is ∃motherin.> ≡ Mother. Similar uses of DL for defining FCA attributes
have been considered previously [47].

Note that the formalisation in Example 2 actually defines a two-way relationship
between the view and the KG, such that one could, e.g., interpret association rules
computed on this view as logical sentences from which new information can be derived
about the KG [10]. The logic-based approach thus is more than just a declarative way
of preprocessing KGs: it also is in principle invertible, supporting the interpretation of
results obtained on a view with respect to the original data. But Example 2 is still too
simple. Unary view predicates will not always be enough (e.g., we need “triplets” in
KG embeddings), and significantly more complex view definitions would be needed to
address use cases as in Example 1.

Unfortunately, if we try to specify more general views, we encounter severe ex-
pressivity limits. DLs, for example, offer very little expressivity for deriving binary
relations (which could be interpreted as triplets), and are generally too weak to express
even simple relationships on rich KGmodels [33]. The root cause of this restriction is the
close connection of DLs to guarded logics, which syntactically ensure tree-like model
structures by requiring guard atoms that bind certain variables. Our decomposition of
statements into several smaller atoms makes it very hard to find guards, and other kinds
of guarded logics are therefore similarly restricted on such KG encodings [35].

A more suitable logical formalism might therefore be Datalog, the simple recursive
query language that syntactically corresponds to function-free first-order Horn-logic
without existential quantifiers. Indeed, Datalog rules can express arbitrary positive rela-
tional patterns (conjunctive queries) in their premise, requiring no guard. Their weakness
is that they are restricted to the given set of domain elements, i.e., they cannot infer the
existence of new entities. Example 2 shows a case where this power is useful (for the
“←” part of the equivalence). Datalog can be generalised to support this, leading to
so-called existential rules or tuple-generating dependencies, but then other restrictions
must be imposed to retain decidability.

Part of this difficulty arises from the loss of structure that our relational encoding
has incurred, since we can no longer distinguish the (non-local, possibly incomplete)
connection structure of the KG from the (local, complete) annotations of individual
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edges. Marx et al. therefore proposed to explicitly include annotations into relational
calculus, obtainingwhat they call attributed logics [41]. For example, the upper statement
in Fig. 1 could be written in attributed logic as an atom

employer(TimBL,CERN)@{start_time : 1984, end_time : 1994, position : Fellow}.

In this syntax, attributes (e.g., position) and values (e.g., 1984) are treated like lo-
gical terms, and in particular can be variables. In addition, attributed logics allow for
quantification over (finite) sets of attributes.

In its full generality, this yields a logic with an undecidable entailment problem,
and Marx et al. propose a restricted rule-based language MARPL that uses specialised
primitives for expressing properties of annotation sets.

Example 3. The following MARPL rule defines a CFellow to be somebody employed
by CERN as a fellow, and it copies the respective start and end time (if given):

employer(x,CERN)@Z ∧ bpos : Fellowc(Z) → CFellow@{start : Z .start, end : Z .end}

All variables are implicitly quantified universally. Z is bound to the annotation set of the
employer fact, and required to contain pos : Fellow and possibly other attribute-value
pairs (denoted by the bracket that is opened to the top). The conclusion of the rule is the
required fact, using a shortcut notation from [34] to copy (zero or more) values of the
start and end attributes.

Theorem 1 ([41]). Conjunctive query answering with respect to MARPL ontologies is
ExpTime-complete, both in terms of combined and data complexity.5

Combined complexity therefore matches basic Datalog, but the high data complexity
might be surprising. It is caused by MARPL’s ability of creating an exponential number
of different annotation sets, which is already possible if only a fixed set of attributes
is used in annotations. It is not expected that reasoning on real KGs leads to such
combinatoric explosions in the relevant annotation sets, but it might still be a strength
of the proposal that it can also describe view definitions that are not in polynomial time.

5 Rule Engines as Platforms for Artificial Intelligence

New ontology languages such as MARPL might develop into suitable formalism for
expressing views and logical relationships over KGs, but they do not provide the required
integration with other AI approaches yet. At the time of this writing, there is not even
an implemented reasoning engine for MARPL. If we look for existing reasoners that
scale to large amounts of data, (existential) rule reasoners stand out [7]. Indeed, these
engines have been developed as extensions of the deductive query language Datalog,
which has a long tradition in databases, where scalability to large datasets is a prime
concern. In recent years, there has been significant progress in this area, and many new

5 Data complexity characterises the worst-case asymptotic complexity of the reasoning problem
for a fixed logical theory (i.e., MARPL rule set) with respect to the size of the input data (KG).
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rule-based systems have been presented [3,4,8,9,23,42,50]. In this section, we therefore
discuss what it would take to develop such systems into a suitable basis for reconciling
knowledge graphs with other AI methods.

Existential rule systems, such as RDFox [42] or VLog [50], are often based on
bottom-up materialisation of inferences, known as the chase in databases. This is the
most common reasoning approach for Datalog, and it is naturally extended to existential
rules. Common variants of the chase include the standard (a.k.a. restricted) chase [20],
the skolem (a.k.a. semi-oblivious) chase [40], and the core chase [18]. They differ in the
approach taken to determine if the application of a rule can be considered redundant in
the sense that it will not contribute to producing distinct new entailments.

However, reasoning with existential rules is undecidable in general, and indeed any
chase may fail to terminate in some cases – the algorithm is sound but not complete.
Termination of the chase is also undecidable, but many sufficient criteria have been
developed for detecting it [16]. Almost all of these criteria ensure that the skolem chase
over a set of rules will terminate universally, i.e., on all possible sets of input facts. The
following result applies in any such case:

Theorem 2 (Marnette, [40]). Let Σ be a set of existential rules, such that, for every set
of input facts F , the skolem chase over Σ∪F terminates. Then the skolem chase decides
fact entailment over Σ ∪ F in polynomial time with respect to the size of F .

In other words, the data complexity of fact entailment over rules with a universally
terminating skolem chase is in PTime. This data complexity is strictly smaller than
for MARPL rules (Theorem 1), i.e., we cannot hope to encode MARPL theories in
skolem-chase terminating rules. This restriction applies to virtually every known chase
termination criterion, including recent approaches that are not specific to the skolem
chase but also feature PTime data complexity [15].

Surprisingly, however, this restriction is not inherent to other versions of the chase.
As has recently been observed, there are universally standard-chase terminating rule
sets with non-elementary data complexity [36]. Therefore, there does not seem to be any
principled reasonwhyMARPL-style expressive power should not be in reach for existing
rule engines. Indeed, we conjecture that MARPL can be translated into existential rules
with a suitable encoding. The standard chase is implemented in both RDFox [7] and
VLog [51], hence this translation might also allow MARPL reasoning in practice.

A MARPL reasoner would be a first step towards realising the vision described
in this paper. It would enable users to replace custom data extraction and projection
software with a declarative logical description of a KG view. Further expressive features
will be useful to truly cover a significant part of current preprocessing implementations:

(1) Negation: The reasoner needs to be able to check for the absence of data in the KG,
e.g., to determine which entities have no time of dissolution.

(2) Quantitative data: Basic range comparisons on input data are important for filtering,
e.g., to check if a statement is valid at a specific point in time (within the given
validity interval).

(3) Aggregates: especially maximum and minimum values can be of importance, e.g.,
to find the most recent statement of a certain property.
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It would often suffice if these features were supported on input data, which is not affected
by recursive computation, and therefore does not raise semantic issues related to, e.g.,
the use of negation in recursive specifications. Nevertheless, view definitions might
benefit from the use of recursion in other places, e.g., to compute excerpts of the KG
by computing all entities that are reachable through some property (example: select all
monarchs and all of their relatives).

The facts entailed by such recursive view definitions can then be used with other
AI methods for data mining or machine learning. This could be done by exporting the
entailments, using them as input to other approaches, and re-importing the results into
the logical knowledge base. Further logical rules could then be used to draw conclusions
that relate to the original data model of the KG.

It would be desirable to achieve a tighter integration that avoids the need for this
separate export and import step. A practical way of doing this could be to access the other
AI methods through built-in predicates that can be used in rules. This leads to hybrid
rule-based systems that can “call” external libraries or sub-systems for optimisation and
learning tasks. Some recent rule engines have started to explore this approach, examples
being LogicBlox [3] and Vadalog [6].

While built-in functions are not uncommon in rule-based systems, the functions
needed here would in fact be aggregates in the sense that they would act on sets of facts
(representing views) rather than on single tuples. There are also other conceivable ways
of achieving such integration, for example using higher-order built-ins as proposed by
Eiter et al. for the case of answer set programming [19]. The main requirement is that the
built-in function can receive a complete set of facts, e.g., an unlabelled directed graph
that was extracted from the KG.

The use of built-in functions allows us to treat methods from machine learning and
data analytics as black boxes. This approach is flexible and versatile, but it does not
exploit the characteristics of specific built-in functions. The latter may have significant
advantages in terms of overall performance, as has been found by recent works that have
explored this idea for (non-recursive) database queries [31]. Similar approaches suggest
themselves in the context of rule-based systems.

Accessing data mining and machine learning methods through built-in functions
should be contrasted with approaches that attempt to increase the expressivity of the
logic in order to be able to implement data analysis algorithms in rules. For example,
Aberger et al. present an architecture for computing some recursive network analysis
algorithms, such as PageRank centrality, using rule-based specifications [1]. While such
iterative algorithms are compatible with the recursive reasoning in rule engines, they
require a different control strategy, since they can usually not be iterated until a fixed
point is reached but only until some sufficient precision has been obtained. Another
approach of combining numeric optimisation with rule reasoning was proposed by
Kaminski et al. [30]. It has the potential of integrating linear optimisation with rules
in a fully declarative way, but other algorithms such as PageRank seem to be out of
scope. We believe that built-in functions can be a middle ground between such a fully
integrated approach (which must be carefully restricted to remain within the limits of
computability) and today’s loose combination of several programs that does not follow
any underlying principle.
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6 Summary and Outlook

Knowledge graphs are characterised by their heterogeneous and multi-faceted inform-
ation content, which covers a range of topics at different levels of detail. Significant
feature engineering and sampling is required to apply AI techniques from data mining
or machine learning to such resources successfully. We have argued that rule-based
knowledge representation can be used to achieve this preprocessing in a declarative,
principled way.

Besides the immediate benefit of an integrated system that replaces the make-
shift processing pipelines in many current works, this approach has the potential of
paving the way towards an explainable AI. Indeed, the powerful but opaque methods of
statistical optimisation and machine learning would be invoked and interpreted through
the knowledge-based framework of logical rules, which is specified by humans and
therefore more explicit and easier to verify than learned models.

Looking further ahead, we can see an opportunity for expanding this approach to-
wards new system architectures and design principles that lead to an artificial intelligence
that is not just powerful and efficient but also reliable, predictable, and safe.
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