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Abstract
Recently, stage and cf2 semantics for abstract argumentation attracted specific attention. By distancing from the notion of defense, they are capable to select arguments out of odd-length cycles. In case of cf2 semantics, the SCC-recursive schema guarantees that important evaluation criteria for argumentation semantics, like directionality, weak- and CF-reinstatement, are fulfilled. Beside several desirable properties, both stage and cf2 semantics still have some drawbacks. The stage semantics does not satisfy the above mentioned evaluation criteria, whereas cf2 semantics produces some questionable results on frameworks with cycles of length $\geq 6$. Therefore, we suggest to combine stage semantics with the SCC-recursive schema of cf2 semantics. The resulting stage2 semantics overcomes the problems regarding cf2 and stage semantics.

We study properties of stage2 semantics and its relations to existing semantics, show that it fulfills the mentioned evaluation criteria, study strong equivalence for stage2 semantics, and provide a comprehensive complexity analysis of the associated reasoning problems. Besides the analysis of stage2 semantics we also complement existing complexity results for cf2 by an analysis of tractable fragments and fixed parameter tractability. Furthermore we provide answer-set programming (ASP) encodings for stage2 semantics and labeling-based algorithms for cf2 and stage2 semantics.
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1 Introduction
The formalism of abstract argumentation frameworks (AFs) as introduced by Dung [22], provides a way of dealing with conflicting knowledge. It allows for a concise representation of statements together with a binary relation between the statements, where the conflicts are then solved on the semantical level. In abstract AFs the internal structure of the statements (also called arguments) is not of specific interest. One concentrates on the relation between the arguments, where the actual meaning of the so called attack relation depends on the particular application field. Typically this relation denotes some kind of conflict between the statements.

AFs are typically represented as directed graphs, where the nodes are the arguments and the edges are the attack relation. Loops of different kind can appear in these graphs, like even-length as well as odd-length cycles and even self-loops as a special form of odd-length cycles. Recent investigations [5, 7, 9, 10, 44, 58] showed that some of these loops can have a strong and in certain cases undesired influence on the computation of solutions, e.g. in the
case of stable semantics an odd-cycle can prevent the AF from having an extension at all. The meaning of the different loops is not defined explicitly by the AF but by the argumentation semantics one chooses. In particular it is not clear what it means for two arguments to appear in either an even- or an odd-length loop. However, it seems obvious to take this special graph structure also in the evaluation of the framework into account.

Traditional argumentation semantics build on the concept of admissible sets, i.e. conflict-free sets where each argument attacking an argument in the set is also attacked by the set, which may yield undesired behavior in the presence of odd-length cycles. Consider an AF consisting of three arguments \( a, b \) and \( c \), where \( a \) attacks \( b \), \( b \) attacks \( c \), and \( c \) attacks \( a \). For the set \( S = \{ a \} \) the first condition of admissible sets is fulfilled, as \( a \) is not self-attacking. Now \( a \) is attacked by \( c \), then the set \( S \) needs to attack \( c \) to defend \( a \). This would require that \( b \) belongs to \( S \), as it is the only attacker of \( c \). But \( a \) attacks \( b \), thus the first condition is violated.

So in an AF consisting of an odd-length cycle the only admissible extension is the empty set. Hence, the traditional well-studied admissibility based semantics are not applicable if we want to select arguments in odd-length cycles.

There are situations, where it is not required that the arguments are defended against all attacks on them. In particular if one sees arguments as different choices and the attack relation between two choices denotes that they can not stand together. Then, one would like to be able to select maximal consistent sets of arguments as solutions. In the following we denote semantics which build on maximal conflict-free, so called naive sets, as naïve-based semantics. Lately, there have been proposed several approaches how to deal with such situations [5, 7, 9, 10, 44, 58, 61]. Out of them the \( cf_2 \) semantics as introduced in [4] and revisited later in [7], attracted specific attention [44, 45, 47]. This naïve-based semantics does not only treat cycles in a more sensitive way than others, the SCC-recursive schema where it is defined guarantees that principal properties for argumentation semantics like directionality [5] are fulfilled. The recursive definition of \( cf_2 \) is based on a decomposition of the framework along its strongly connected components (SCCs), where in the base case (if the AF consists of a single SCC) the naive sets are chosen. In contrast to admissible-based semantics, \( cf_2 \) semantics does not require to defend arguments against all attacks but the SCC-recursive schema somehow simulates defense. In particular arguments do not need to be defended against attacks from members of their own SCC and attacks from other SCCs do only apply if they come from acceptable arguments. However, one weakness of \( cf_2 \) is that in case the AF consists of, resp. contains, an SCC of certain size, even in the absence of odd-length cycles, the evaluation is questionable [44, 47]. These shortcomings already appear in the base-cases for \( cf_2 \) where only naive semantics are applied.

On the other side, the well studied naïve-based semantics \( stage \) [61] can also handle odd-length cycles and does not change the behavior of odd-cycle-free AFs. The disadvantages of stage semantics are that very basic properties are not satisfied, for example the skeptical acceptance of unattacked arguments, i.e. the weak reinstatement property [5] is violated. While naïve-based semantics seem to be the right candidates when the above described behavior of admissible-based semantics is unwanted, there are several shortcomings with existing approaches, as mentioned above.

We can see that stage semantics lack a lot of desired properties which are guaranteed by the SCC-recursive schema, while \( cf_2 \) mainly suffers from using naive as base semantics. Thus to overcome the observed problems we propose to combine the concepts of \( cf_2 \) and stage semantics, which results in the sibling semantics \( stage_2 \). We use the SCC-recursive schema of \( cf_2 \) semantics and instantiate the base case with stage semantics. It turns out,
that the novel stage$^2$ semantics resolves the shortcomings of both cf$^2$ and stage semantics. Besides introducing the novel stage$^2$ semantics, we perform a systematic analysis of stage$^2$ and compare the results with the other naive-based semantics, cf$^2$ and stage. We consider well established methods starting with relating stage$^2$ to other naive-based semantics, as well as the classification in terms of the general evaluation criteria as proposed by Baroni et al. in [5].

Recently the concept of strong equivalence for argumentation semantics attracted specific attention [56]. Two AFs are strongly equivalent w.r.t. a semantics $\sigma$, if no matter which new arguments and attacks one adds to both of them, they always produce the same extensions. Surprisingly, it turned out that for cf$^2$ semantics, strong equivalence is only given if the two frameworks are identically [47]. So far cf$^2$ is the only semantics where this behavior was observed, while for all other semantics, it was possible to identify redundant attacks [56, 47]. This special behavior has been made explicit with the succinctness property [47]. We will show that stage$^2$ is the second semantics which satisfies the succinctness property.

Strong equivalence not only gives an additional property to investigate the differences between argumentation semantics but also has some interesting applications. First, suppose we model a negotiation between two agents via argumentation frameworks. Here, strong equivalence allows to characterize situations where the two agents have an equivalent view of the world which is moreover robust to additional information. Second, we believe that the identification of redundant attacks is important in choosing an appropriate semantics, in particular if an abstract argumentation framework has been built from a given knowledge base. Caminada and Amgoud outlined in [15] that the interplay between how a framework is built and which semantics is used to evaluate the framework is crucial in order to obtain useful results when the (claims of the) arguments selected by the chosen semantics are collected together. Knowledge about redundant attacks (w.r.t. a particular semantics) might help to identify unsuitable such combinations or showing that two ways to build a framework are actual equivalent for a semantics.

Classifying the computational complexity of argumentation semantics always has been an important issue in the field [3, 18, 20, 23, 25, 17, 37, 38, 47] (for an overview see [26, 27]), this is for good reasons. Such an analysis is of high values when it comes to implementations of reasoning systems for argumentation semantics, in particular parametrized complexity analysis [54], guides a way to algorithms performing well on practical instances. From the knowledge representation point of view, the computational complexity of an argumentation semantics is also a measure for the expressiveness of these semantics.

In order to evaluate argumentation frameworks and to compare the different semantics, it is desirable to have efficient systems at hand which are capable of dealing with a large number of argumentation semantics. As argumentation problems are in general intractable, which is also the case for cf$^2$ and stage$^2$ semantics, developing dedicated algorithms for the different reasoning problems is non-trivial. A promising way to implement such systems is to use a reduction method, where the given problem is translated into another language, for which sophisticated systems already exist. It turned out that the declarative programming paradigm of Answer-Set Programming (ASP) is especially well suited for this purpose (see [60] for an overview). Following the ASPARTIX approach [40] we will provide a fixed program for stage$^2$ semantics, where the actual AF to process is given as an input database. Then the answer sets are in a one-to-one correspondence to the stage$^2$ extensions of the input framework. As the encodings for stage$^2$ semantics require a certain maximality check which is performed with the quite involved saturation technique [41], we will present an alternative
encoding making use of the novel metasp optimization front-end [49] for the ASP-system gringo/claspD to simplify the encodings.

A somehow orthogonal approach to the above mentioned reduction methods are dedicated algorithms based on argument labeling functions [21, 53, 62]. Such labelings distinguish different statuses of arguments, e.g. whether they are accepted, attacked or undecided. Now when fixing the label of one argument this has immediate implications for its neighbors. For instance if we mark one argument as accepted we have to mark all arguments attacked by it as attacked. The idea of labeling based algorithms is to use these implications to prune the search space for possible extensions. In this work we will study such propagation rules for labelings of cf2 and stage2 semantics hand in hand with dedicated labeling-based algorithms.

The contributions of this work are the following:

• In Section 2, we have a closer look at the properties of, and differences between, existing naive-based semantics stage and cf2. We highlight the shortcomings of these approaches in the presence of odd- and even-length cycles.
• To overcome the outlined shortcomings we study a combination of the concepts of stage and cf2 semantics in Section 3, where we use the SCC-recursive schema of cf2 semantics and instantiate the base case with stage semantics. In this way, we obtain the novel stage2 semantics.
• We investigate the basic properties of the novel semantics as well as its relation to the existing semantics, and we show that it solves most of the above mentioned problems. In particular, we evaluate stage2 semantics with the criteria proposed in [5].
• In Section 4, we analyze strong equivalence w.r.t. stage2 semantics, where it turns out that it is the second semantics, beside cf2, satisfying the succinctness property [47]. Furthermore, we investigate standard equivalence between stage2 and the other naive-based semantics.
• In Section 5, we study computational properties of naive-based SCC-recursive semantics. That is we complement existing results for cf2 semantics by:
  – Providing a complexity analysis for the standard argumentation reasoning tasks and stage2. We show that complexity from stage semantics carries over to stage2 semantics and therefore stage2 is located on the second level of the polynomial hierarchy,
  – Moreover, we provide an analysis of possible tractable fragments [18, 32, 33] for cf2 and stage2 which can help to improve the performance for easy instances of the in general hard problems. In particular we consider acyclic AFs, even-cycle free AFs, bipartite AFs and symmetric AFs. Finally we consider the backdoor approach [32] for augmenting these tractable fragments.
• Finally in Section 6, we concentrate on implementations. We study two orthogonal approaches for implementing abstract argumentation semantics. First we give the ASP encodings of stage2, where we make a distinction between the standard saturation encodings [41] and the novel metasp encodings [49]. Second, we give labeling-based algorithms to compute the solutions for cf2 and stage2 semantics.

2 Preliminaries

In this section we introduce the basics of abstract argumentation, the semantics we need for further investigations followed by a comparison of cf2 and stage semantics.
2.1 Abstract Argumentation

We first give the formal definition of abstract argumentation frameworks as introduced by Dung [22].

**Definition 2.1**
An argumentation framework (AF) is a pair $F = (A, R)$, where $A$ is a finite set of arguments and $R \subseteq A \times A$ is the attack relation. The pair $(a, b) \in R$ means that $a$ attacks $b$. A set $S \subseteq A$ of arguments attacks $b$ (in $F$), if there is an $a \in S$, such that $(a, b) \in R$. An argument $a \in A$ is defended by $S \subseteq A$ (in $F$) iff, for each $b \in A$, it holds that, if $(b, a) \in R$, then $S$ attacks $b$ (in $F$). Moreover, given an AF $F$, we use $A_F$ to denote the set of its arguments and resp. $R_F$ to denote its attack relation.

The inherent conflicts between the arguments are resolved by selecting subsets of arguments, where a semantics $\sigma$ assigns a collection of sets of arguments to an AF $F$. The basic requirement for all semantics is that none of the selected arguments attack each other.

**Definition 2.2**
Let $F = (A, R)$ be an AF. A set $S \subseteq A$ is said to be conflict-free (in $F$), if there are no $a, b \in S$, such that $(a, b) \in R$. We denote the collection of sets which are conflict-free (in $F$) by $\text{cf}(F)$. A set $S \subseteq A$ is maximal conflict-free or naive, if $S \in \text{cf}(F)$ and for each $T' \in \text{cf}(F)$, $S \not\subseteq T'$. We denote the collection of all naive sets of $F$ by $\text{naive}(F)$. For the empty AF $F_0 = (\emptyset, \emptyset)$, we set $\text{naive}(F_0) = \{\emptyset\}$.

Towards the definition of the semantics we introduce the following formal concepts.

**Definition 2.3**
Given an AF $F = (A, R)$, let $S \subseteq A$. The characteristic function $\mathcal{F}_F : 2^A \rightarrow 2^A$ of $F$ is defined as $\mathcal{F}_F(S) = \{x \in A \mid x \text{ is defended by } S\}$. We define the range of $S$ as $S^+_R = S \cup \{b \mid \exists a \in S, \text{ s.t. } (a, b) \in R\}$.

In the following we give brief definitions of the standard semantics in abstract argumentation [22] together with the definition of stage semantics [61]. For comprehensive surveys on argumentation semantics the interested reader is referred to [2, 6].

**Definition 2.4**
Let $F = (A, R)$ be an AF, then $S \in \text{cf}(F)$ is

- a **stable** extension (of $F$), i.e. $S \in \text{stable}(F)$, if $S^+_R = A$;
- an **admissible** extension, i.e. $S \in \text{adm}(F)$, if each $a \in S$ is defended by $S$;
- a **preferred** extension, i.e. $S \in \text{prf}(F)$, if $S \in \text{adm}(F)$ and for each $T \in \text{adm}(F)$, $S \not\subseteq T$;
- the **grounded** extension (of $F$), i.e. $S = \text{grd}(F)$, if it is the least fixed-point of the characteristic function $\mathcal{F}_F$;
- a **stage** extension (of $F$), i.e. $S \in \text{stg}(F)$, if for each $T \in \text{cf}(F)$, $S^+_R \not\subseteq T^+_R$.

To illustrate the different behavior of the introduced semantics we have a look at the following example.

---

1 While Dung [22] also considers infinite argument sets, we restrict ourselves to finite AFs.
FIG. 1. The argumentation framework $F$ from Example 2.5.

**Example 2.5**
Consider the AF $F = (A, R)$, consisting of the set of arguments $A = \{a, b, c, d, e, f, g\}$ and the attack relation $R = \{(a, b), (c, b), (c, d), (d, c), (d, e), (e, f), (f, g), (g, e)\}$ as illustrated in Figure 1. Then, the above defined semantics yield the following extensions.

- **naive**($F$) = $\{\{b, e\}, \{b, d, g\}, \{a, d, g\}, \{a, c, e\}, \{a, c, g\}\}$;
- **stable**($F$) = $\emptyset$, this is the only semantics where it does not happen that there does not exist any extension;
- **adm**($F$) = $\{\emptyset, \{a\}, \{a, c\}, \{a, d\}\}$, note that the empty set is always an admissible extension;
- **prf**($F$) = $\{\{a, c\}, \{a, d\}\}$;
- **grd**($F$) = $\{\{a\}\}$;
- **stg**($F$) = $\{\{a, d, g\}, \{a, c, e\}, \{a, c, g\}\}$.

Next we consider $cf^2$ semantics, which is based on a decomposition along the strongly connected components (SCCs) of an AF depending on a given set $S$ of arguments. The $cf^2$ semantics has been originally defined by Baroni and Giacomin in 2003 [4] as an approach to solve several problems which arise for frameworks with odd-length cycles. Later in 2005 they defined a general SCC-recursive schema for argumentation semantics [7] where the $cf^2$ semantics is also involved. The authors in [7] describe a general schema which captures all Dung semantics. The SCC-recursive schema is based on a recursive decomposition of an AF along its strongly connected components. In this work we only concentrate on one special case of this schema, the $cf^2$ semantics. For a more detailed discussion on the $cf^2$ semantics we refer to [6, 7, 47].

As mentioned before, all admissible-based semantics, i.e. semantics which build on the concept of admissible sets, cannot accept arguments out of an odd-length cycle. We already introduced stage semantics as the first semantics based on naive sets. On the basis of this requirement one can classify the semantics into admissible-, and naive-based semantics. All Dung semantics fall into the category of admissible-based semantics, whereas naive, stage as well as $cf^2$ and stage$^2$ (introduced next and in Section 3) count to the naive-based semantics. Only stable semantics falls into both groups as both **stable**($F$) $\subseteq$ **adm**($F$) and **stable**($F$) $\subseteq$ **naive**($F$) holds for any AF $F = (A, R)$.

Before we introduce the $cf^2$ semantics, we require some further formal machinery and concepts from graph theory. By $SCCs(F)$, we denote the set of strongly connected components
of an AF $F = (A, R)$, i.e. sets of vertices of the maximal strongly connected\textsuperscript{2} sub-graphs of $F$; $\text{SCCs}(F)$ is thus a partition of $A$. Moreover, for an argument $a \in A$, we denote by $C_F(a)$ the component of $F$ where $a$ occurs in, i.e. the (unique) set $C \subseteq \text{SCCs}(F)$, such that $a \in C$. AFs $F_1 = (A_1, R_1)$ and $F_2 = (A_2, R_2)$ are called disjoint if $A_1 \cap A_2 = \emptyset$. Moreover, the union between (not necessarily disjoint) AFs is defined as $F_1 \cup F_2 = (A_1 \cup A_2, R_1 \cup R_2)$.

It turns out to be convenient to use two different concepts to obtain sub-frameworks of AFs. Let $F = (A, R)$ be an AF and $S$ a set of arguments. Then, $F|_S = ((A \cap S), R \cap (S \times S))$ is the sub-framework of $F$ w.r.t. $S$, and we also use $F - S = F|_{A \setminus S}$. We note the following relation (which we use implicitly later on), for an AF $F$ and sets $S, S'$: $F|_{S \setminus S'} = F|_S - S' = (F - S')|_S$.

We now give the definition of the $\text{cf}^2$ semantics which slightly differs in notation from (but is equivalent to) the original definition in [7].

**Definition 2.6**

Let $F = (A, R)$ be an AF and $S \subseteq A$. A $b \in A$ is component-defeated by $S$ (in $F$), if there exists an $a \in S$, s.t. $(a, b) \in R$ and $a /\notin C_F(b)$. The set of arguments component-defeated by $S$ in $F$ is denoted by $D_F(S)$.

Then, the $\text{cf}^2$ extensions of an AF are recursively defined as follows.

**Definition 2.7**

Let $F = (A, R)$ be an argumentation framework and $S$ a set of arguments. Then, $S$ is a $\text{cf}^2$ extension of $F$, i.e. $S \in \text{cf}^2(F)$, iff

- in case $|\text{SCCs}(F)| = 1$, then $S \in \text{naive}(F)$,
- else, for each $C \in \text{SCCs}(F)$: $(S \cap C) \in \text{cf}^2(F|_C - D_F(S))$.

In words, an AF is recursively decomposed along its SCCs depending on a set $S$, where in the base case $S$ needs to be a naive extensions. We illustrate the behavior of the introduced semantics in the following example.

**Example 2.8**

Consider the following AF $F = (A, R)$ with $A = \{a, b, c\}$ and $R = \{(a, b), (b, c), (c, b), (c, c)\}$, as depicted in Figure 2. Then, the above defined semantics yield the following extensions.

- $\text{stable}(F) = \emptyset$;
- $\text{adm}(F) = \{\emptyset, \{a\}\}$;
- $\text{prf}(F) = \text{grd}(F) = \{\{a\}\}$; and
- $\text{naive}(F) = \text{stg}(F) = \{\{a\}, \{b\}\}$.

Regarding stage semantics, note $S = \{b\}$ is a stage extension, as $S_R^+ = \{b, c\}$ and there is not $T \in \text{cf}(F)$ s.t. $T^+_R \supset S_R^+$. Furthermore, $S = \{a\}$ is the only $\text{cf}^2$ extension of $F$, as $F$ has two SCCs $C_1 = \{a\}$ and $C_2 = \{b, c\}$ and $D_F(S) = \{b\}$. Then,

- $(S \cap C_1) \in \text{cf}^2(F|_{C_1})$ holds as $\{a\} \in \text{naive}(F|_{C_1})$, and
- $(S \cap C_2) \in \text{cf}^2(F|_{C_2} - \{\emptyset\})$ holds as $\emptyset \in \text{naive}(F|_{C_2})$.

\textsuperscript{2}A directed graph (an AF) is called strongly connected if there is a path from each vertex to every other vertex of the graph.
2.2 Properties of $cf^2$ and Stage Semantics

To avoid the recursive computation of sub-frameworks, Gaggl and Woltran [45] introduced an alternative characterization of $cf^2$ semantics which requires the following concepts. The motivation for this was to design a compact Answer-set Programming (ASP) encoding which has also been incorporated in the system ASPARTIX $^3$ [40]. Furthermore, it facilitated the analysis of strong equivalence w.r.t. $cf^2$ semantics [46, 47] and the proof of general complexity results for reasoning problems regarding the $cf^2$ semantics [47].

The first concept describes that an AF is separated if there are no attacks between different SCCs and the separation of an AF deletes all attacks between different SCCs.

**Definition 2.9**

An AF $F = (A, R)$ is called separated if for each $(a, b) \in R$, $C_F(a) = C_F(b)$. We define $[[F]] = \bigcup_{C \in SCC(F)} F|_C$ and call $[[F]]$ the separation of $F$.

Next we consider a restricted reachability relation identifying whether there is a path from an argument to another only using arguments in a specific set $B$.

**Definition 2.10**

Let $F = (A, R)$ be an AF, arguments $a, b \in A$ and $B \subseteq A$. We say that $b$ is reachable in $F$ from $a$ modulo $B$, in symbols $a \Rightarrow_B^* b$, if there exists a path from $a$ to $b$ in $F|_B$, i.e. there exists a sequence $c_1, \ldots, c_n (n > 1)$ of arguments such that $c_1 = a$, $c_n = b$, and $(c_i, c_{i+1}) \in R \cap (B \times B)$, for all $i$ with $1 \leq i < n$.

The operator $\Delta_{F,S}(.)$ (applied to $D = \emptyset$) computes recursively all arguments which are attacked by the set $S$ and can not reach their attacker without going over arguments already in $\Delta_{F,S}(.)$.

**Definition 2.11**

For an AF $F = (A, R)$, $D \subseteq A$ and $S \subseteq A$,

$$\Delta_{F,S}(D) = \{a \in A \mid \exists b \in S : b \neq a, (b, a) \in R, a \neq F \setminus D b\}.$$

$\Delta_{F,S}(.)$ is monotonic and thus it has a least fixed-point (lfp). With slightly abuse of notation we will denote the least fixed-point as $\Delta_{F,S}$, i.e. $\Delta_{F,S} = \Delta_{F,S}(\emptyset)$ with $n$ such that $\Delta_{F,S}^n(\emptyset) = \Delta_{F,S}^{n+1}(\emptyset)$.

Now the $cf^2$ extensions can be characterized as follows.

**Proposition 2.12 ([45, 47])**

For any AF $F$,

$$cf^2(F) = \{S \mid S \in naive(F) \cap naive([F - \Delta_{F,S}])\}.$$
In the following we illustrate how the characterization of Proposition 2.12 can be used for identifying \( \text{cf}^2 \) extensions, for a more detailed explanation we refer to [47].

**Example 2.13**

To exemplify the behavior of \( \Delta_{F,S} \) and \( \lfloor F - \Delta_{F,S} \rfloor \) let us consider the AF \( F \) of Example 2.8 (Figure 2). \( F \) has two naive sets, namely \( S = \{a\} \) and \( T = \{b\} \). First, we concentrate on the set \( S \) and compute \( \Delta_{F,S} = \{b\} \) and \( \lfloor F - \Delta_{F,S} \rfloor = (\{a,c\},\{(c,c)\}) \). Thus, \( S \in \text{naive}(\lfloor F - \Delta_{F,S} \rfloor) \) and clearly \( S \in \text{cf}^2(F) \).

For \( T \) we obtain \( \Delta_{F,T} = \emptyset \) and \( \lfloor F - \Delta_{F,T} \rfloor = (A,\{(b,c),(c,b),(c,c)\}) \). Now, \( T \not\in \text{naive}(\lfloor F - \Delta_{F,T} \rfloor) \), as there is the set \( T' = \{a,b\} \supset T \) and \( T' \in \text{cf}(\lfloor F - \Delta_{F,T} \rfloor) \).

Now, we focus on the special behavior of \( \text{cf}^2 \) and stage semantics. They are both based on naive sets, thus they are, in contrast to admissible-based semantics, capable to select arguments out of odd-length cycles as accepted. Consider the following example [57].

**Example 2.14**

Suppose there are three witnesses \( A, B \) and \( C \), where \( A \) states that \( B \) is unreliable, \( B \) states that \( C \) is unreliable and \( C \) states that \( A \) is unreliable. Moreover, \( C \) has a statement \( S \). The graph of the framework \( F \) is illustrated in Figure 3. Any admissible-based semantics returns the empty set as its only extension. But if we have four rather than three witnesses, let’s call the fourth one \( X \), as in the AF \( G \) pictured in Figure 4, the situation changes, and the preferred extensions of \( G \) are \( \{a,c,s\} \) and \( \{b,x\} \). On the other hand, the naive-based semantics return \( \text{stg}(F) = \text{cf}^2(F) = \{\{b\},\{a,s\},\{c,s\}\} \) and \( \text{stg}(G) = \text{cf}^2(G) = \{\{a,c,s\},\{b,x\}\} \).

The motivation behind selecting arguments out of an odd-length cycle is to see the arguments as different choices and to be able to choose between them. There is no need for defense, and the naive sets ensure I-maximality [5]. A special case of odd-length cycles are self-attacking arguments. One might think that it is not necessary to defend against those “broken” arguments. But, admissible-based semantics are not able to distinguish if it is necessary to defend against an attack or not. In this case it might also be desired to abandon defense and take the naive sets as the basic requirement.

So far, we only discussed the positive behavior of the \( \text{cf}^2 \) and \( \text{stg} \) semantics, but unfortunately there are also some disadvantages.

**Example 2.15**

Consider the AF \( F \) in Figure 5. We obtain

- \( \text{stg}(F) = \text{prf}(F) = \text{stable}(F) = \{\{a,c,e\},\{b,d,f\}\} \), but
- \( \text{cf}^2(F) = \text{naive}(F) = \{\{a,d\},\{b,e\},\{c,f\},\{a,c,e\},\{b,d,f\}\} \).

In this example the framework consists of an even-length cycle and the \( \text{cf}^2 \) semantics produces three more extensions compared to stable semantics. This does not really coincide with
the motivation for a symmetric treatment of odd- and even-length cycles, as now the results differ significantly for an even-length cycle.

Example 2.15 shows, that also the \( c_f^2 \) semantics has some drawbacks. Furthermore, for AFs \( F \) with odd-length cycles \( \geq 9 \), we can also obtain \( c_f^2(F) \neq stg(F) \). Whereas, stage semantics gives more reasonable results especially on single SCCs and still guarantees a uniform treatment of odd- and even-length cycles. As stage semantics extends stable semantics in the sense that both semantics coincide if at least one stable extension exists, it holds that for SCCs without odd-length cycles stage semantics proposes stable extensions. Similar observations have also been made in [44]. However, for a stage extension it might be the case that even unattacked arguments are not accepted and more general, the grounded extension is not contained in every stage extension. For instance consider the AF \( F \) in Example 2.8 (Figure 2) where \( grdF = \{a\} \) but \( \{b\} \) is a stage extension not containing the unattacked argument \( a \).

3 Combining Stage and \( c_f^2 \) Semantics

In the previous section, we observed that the stage semantics has a more intuitive behavior on single SCCs than \( c_f^2 \), because there \( c_f^2 \) semantics only selects the naive extensions. Whereas in general the SCC-recursive schema of \( c_f^2 \) guarantees that several evaluation criteria are fulfilled.

Our suggestion is to combine the two semantics, where we use the SCC-recursive schema of the \( c_f^2 \) semantics and instantiate the base case with stage semantics. To retain the naming introduced in [7] we denote the obtained semantics as \( stage^2 \).

**Definition 3.1**

Let \( F = (A, R) \) be an AF and \( S \subseteq A \). Then, \( S \) is a \( stage^2 \) extension of \( F \), i.e. \( S \in stage^2(F) \), iff

- in case \( |SCCs(F)| = 1 \), then \( S \in stg(F) \),
- else, for each \( C \in SCCs(F) : (S \cap C) \in stage^2(F|_C - D_F(S)) \).

According to the alternative characterization of \( c_f^2 \) semantics, one can also formulate \( stage^2 \) semantics in the same way.

**Proposition 3.2**

For any AF \( F \),

\[
stage^2(F) = \{S \mid S \in naive(F) \cap stg([F - \Delta_{F,S}])\}.
\]
Towards a proof of Proposition 3.2, we need to define two more formal concepts. First, we define the set of recursively component defeated arguments $\mathcal{RD}_F(S)$ as in [45].

**Definition 3.3**
Let $F = (A, R)$ be an AF and $S \subseteq A$. We define the set of arguments recursively component defeated by $S$ (in $F$) as follows:

- if $|SCCs(F)| = 1$ then $\mathcal{RD}_F(S) = \emptyset$; else,
- $\mathcal{RD}_F(S) = D_F(S) \cup \bigcup_{C \in SCCs(F)} \mathcal{RD}_{F|C \setminus D_F(S)}(S \cap C)$.

Next, we define the level of recursiveness a framework shows with respect to a set $S$ of arguments.

**Definition 3.4**
For an AF $F = (A, R)$ and $S \subseteq A$, we recursively define the level $\ell_F(S)$ of $F$ w.r.t. $S$ as follows:

- if $|SCCs(F)| = 1$ then $\ell_F(S) = 1$;
- otherwise, $\ell_F(S) = 1 + \max\{\ell_{F|C \setminus D_F(S)}(S \cap C) \mid C \in SCCs(F)\}$.

**Lemma 3.5**
For any AF $F = (A, R)$, $S \subseteq A$. Let $\mathcal{R}_{F,C,S} = \mathcal{RD}_{F|C \setminus D_F(S)}(S \cap C)$, then

$$(F|C - D_F(S)) - \mathcal{R}_{F,C,S} = F|C - \mathcal{RD}_F(S).$$

**Proof.** The observation has been proven in more detail in [45]. Here we just sketch the idea. We fix a $C' \in SCCs(F)$. Since for each further $C' \in SCCs(F)$ (i.e. $C \neq C'$), no argument from $\mathcal{RD}_{F|C' \setminus D_F(S)}(S \cap C')$ occurs in $F|C$, the assertion follows.

Lemma 3.6 gives the first alternative characterization of $stage2$.

**Lemma 3.6**
Let $F = (A, R)$ be an AF and $S \subseteq A$. Then,

$S \in stage2(F) \iff S \in stg([[F - \mathcal{RD}_F(S)]])$.

**Proof.** We show the claim by induction over $\ell_F(S)$.

Induction base. For $\ell_F(S) = 1$, we have $|SCCs(F)| = 1$. By definition $\mathcal{RD}_F(S) = \emptyset$ and we have $[[F - \mathcal{RD}_F(S)]] = [[F]] = F$. Thus, the assertion states that $S \in stage2(F) \iff S \in stg(F)$ which matches the original definition for the $stage2$ semantics in case the AF has a single strongly connected component.

Induction step. Let $\ell_F(S) = n$ and assume the assertion holds for all AFs $F'$ and sets $S'$ with $\ell_{F'}(S') < n$. In particular, we have by definition that, for each $C \in SCCs(F)$, $\ell_{F|C \setminus D_F(S)}(S \cap C) < n$. By the induction hypothesis and Lemma 3.5, we thus obtain that, for each $C \in SCCs(F)$ the following holds:

$$(S \cap C) \in stage2(F|C - D_F(S)) \iff (S \cap C) \in stg([[F|C - \mathcal{RD}_F(S)]]).$$

We now prove the assertion. Let $S \in stage2(F)$. By definition, for each $C \in SCCs(F)$, $(S \cap C) \in stage2(F|C - D_F(S))$. Using (3.1), we get that for each $C \in SCCs(F)$,
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\((S \cap C) \in \text{stg}([[F]_{C - RD_F(S)}]])\). By the definition of components and the semantics of stage, the following relation thus follows:

\[
\bigcup_{C \in \text{SCC}_a(F)} (S \cap C) \in \text{stg} \left( \bigcup_{C \in \text{SCC}_a(F)} [[F]_{C - RD_F(S)}]] \right).
\]

Since \(S = \bigcup_{C \in \text{SCC}_a(F)} (S \cap C)\) and due to [45], \(\bigcup_{C \in \text{SCC}_a(F)} [[F]_{C - RD_F(S)}]] = [[F - RD_F(S)]]\), we arrive at \(S \in \text{stg}([[F - RD_F(S)]]))\) as desired. The other direction is by essentially the same arguments.

**PROOF.** [Proof of Proposition 3.2] The result holds by the following observations. Due to Lemma 3.6, \(S \in \text{stage}_2(F)\) iff \(S \in \text{stg}([[F - RD_F(S)]]))\). Moreover, due to [45], for any \(S \in \text{cf}(F)\), \(\Delta_{F,S} = RD_F(S)\). Finally, \(S \in \text{stage}_2(F)\) implies \(S \in \text{naive}(F)\).

We obtain for the framework \(F\) of Example 2.8, \(\text{stage}_2(F) = \text{cf}_2(F) = \\{\{a\}\}\), and for the AF of Example 2.15, \(\text{stage}_2(F) = \text{stg}(F) = \\{\{a,c,e\}, \{b,d,f\}\}\).

### 3.1 Comparison of stage\(_2\) with other Semantics

The novel \(\text{stage}_2\) semantics is clearly a naive-based semantics due to the way it is defined. In this section we compare \(\text{stage}_2\) with other naive-based semantics w.r.t. the \(\subseteq\)-relations between the sets of extensions. Furthermore, we consider coherent AFs, as stage semantics also coincides with stable and preferred on these frameworks but \(\text{cf}_2\) does not.

We start with stage and \(\text{stage}_2\) semantics which are in general incomparable w.r.t. set inclusion. For instance, consider the following example.

**Example 3.7**

Let \(F = (A, R)\) as illustrated in Figure 6. Then, the naive sets of \(F\) are \(\{a,d\}\), \(\{a,e\}\), \(\{b,d\}\) and \(\{b,e\}\). We consider first stage semantics, therefore we compute the range of each naive set.

\[
\begin{align*}
\{b,d\}^+_R &= \{a,b,c,d,e\}, \\
\{b,e\}^+_R &= \{a,b,c,e,f\}, \\
\{a,d\}^+_R &= \{a,b,d,e\} \subseteq \{b,e\}^+_R, \\
\{a,e\}^+_R &= \{a,b,e,f\} \subseteq \{b,e\}^+_R.
\end{align*}
\]

Thus, \(\text{stg}(F) = \\{\{b,d\}, \{b,e\}\}\).

The \(\text{stage}_2\) extensions are \(\{a,d\}\) and \(\{b,d\}\) which are computed as follows.

- For \(S_1 = \{a,d\}\), \(\Delta_{F,S_1} = \{e\}\) and \(S_1 \in \text{stg}([[F - \Delta_{F,S_1}]])\). Thus, \(S_1 \in \text{stage}_2(F)\).
- For \(S_2 = \{b,d\}\), \(\Delta_{F,S_2} = \{c,e\}\) and \(S_2 \in \text{stg}([[F - \Delta_{F,S_2}]])\). Thus, \(S_2 \in \text{stage}_2(F)\).
- For \(S_3 = \{a,e\}\), \(\Delta_{F,S_3} = \{f\}\) but \(S_3 \not\in \text{stg}([[F - \Delta_{F,S_3}]])\) because \(S_{3,R'}^+ = \{a,b,e\}\) and there is the set \(T \in \text{naive}(F')\) with \(T = \{a,d,e\}\) and \(T_{R'}^+ = \{a,b,d,e\} \supset S_{3,R'}^+\) where \(F' = [[F - \Delta_{F,S_3}]]\). Hence, \(S_3 \not\in \text{stage}_2(F)\).
- For \(S_4 = \{b,e\}\), \(\Delta_{F,S_4} = \{c,f\}\) but \(S_4 \not\in \text{stg}([[F - \Delta_{F,S_4}]])\) because \(S_{4,R'}^+ = \{a,b,e\}\) and there is the set \(T \in \text{naive}(F')\) with \(T = \{a,d,e\}\) and \(T_{R'}^+ = \{a,b,d,e\} \supset S_{4,R'}^+\) where \(F' = [[F - \Delta_{F,S_4}]]\). Hence, \(S_4 \not\in \text{stage}_2(F)\).

\(\Diamond\)
Now, we consider the relation between $\text{cf}^2$ and $\text{stage}^2$ semantics. By Example 2.15 we know that there are AFs with $\text{cf}^2(F) \not\subseteq \text{stage}^2(F)$.

**Proposition 3.8**

For any AF $F = (A, R)$, $\text{stage}^2(F) \subseteq \text{cf}^2(F)$.

**Proof.** Consider a set $S \in \text{stage}^2(F)$. By Proposition 3.2, $S \in \text{naive}(F) \cap \text{stg}([[F - \Delta_{F,S}]]^\bigcup)$. Now using that for every AF $G$, $\text{stg}(G) \subseteq \text{naive}(G)$ we obtain $S \in \text{naive}(F) \cap \text{naive}([[F - \Delta_{F,S}]]^\bigcup)$. By Proposition 2.12, $S \in \text{cf}^2(F)$. \qed

Next, we study the relations between stable and $\text{stage}^2$ semantics.

**Proposition 3.9**

For any AF $F = (A, R)$, $\text{stable}(F) \subseteq \text{stage}^2(F)$.

**Proof.** Consider $E \in \text{stable}(F)$, then we know that $E \in \text{naive}(F)$ and for each $a \in A \setminus E$ there exists $b \in E$ such that $(b, a) \in R$. Hence, $a \in E_{R_E}^+$. It remains to show that $E \in \text{stg}([[F - \Delta_{F,E}]]^\bigcup)$.

To this end, let $F' = F - \Delta_{F,E}$ and $F'' = [[F - \Delta_{F,E}]]$. We have either $a \in \Delta_{F,E}$ or $a \in A_{F'}$. For $a \in A_{F'} = A_{F''}$, we need to show that $a \in E_{R_{F''}}^+$. If $a \in E$ clearly $a \in E_{R_{F''}}^+$, hence we consider $a \in A_{F'} \setminus E$. As $E$ is stable there exists $b \in E$ such that $(b, a) \in R_{F'}$. Now as $a \notin \Delta_{F,E}$, by Definition 2.11 we know that $a \Rightarrow^{\alpha}_{F}\Delta_{F,E}^b$.

In other words, $a, b$ are in the same SCC of $F'$ and thus $(b, a) \in R_{F''}$. Hence, for every $a \in A_{F''} \setminus E$ there is an argument $b \in E$ such that $(b, a) \in R_{F''}$, hence $E \in \text{stable}(F'')$. As for any AF $G$ stable$(G) \subseteq \text{stg}(G)$, it follows that $E \in \text{stg}(F'')$. Thus, by Proposition 3.2, $E \in \text{stage}^2(F)$.

Figure 7 gives an overview of the relations between naive-based semantics. An arrow from semantics $\sigma$ to semantics $\tau$ encodes that each $\sigma$-extension is also a $\tau$-extension. Furthermore, if there is no directed path from $\sigma$ to $\tau$, then one can construct AFs with a $\sigma$-extension that is not a $\tau$-extension.

If an AF possesses at least one stable extension, stage coincides with stable semantics. Obviously, this does not hold for $\text{stage}^2$ semantics, for instance consider the AF $F = \{(a, b, c), \{(a, b), (b, a), (b, c), (c, c)\}\}$.

We obtain $\text{stage}^2(F) = \{\{a\}, \{b\}\}$ and $\text{stable}(F) = \{\{b\}\}$. However, these semantics comply with each other in coherent AFs, i.e. AFs where stable and preferred semantics coincide.
PROPPOSITION 3.10
For any coherent AF $F$, $\text{stable}(F) = \text{stg}(F) = \text{stage}2(F)$.

PROOF. By Proposition 3.9, $\text{stable}(F) \subseteq \text{stage}2(F)$ and thus it only remains to show that also $\text{stable}(F) \supseteq \text{stage}2(F)$ holds. Let us first consider the case where $F$ consists of a single SCC. Then, $\text{stage}2$ semantics coincides with stage semantics and as $F$ is coherent also with stable semantics.

Now, let this be our induction base, and let us assume the claim holds for AFs of size $< n$. Let us consider an AF $F$ of size $n$ with $(C_i)_{1 \leq i \leq m}$ being the SCCs of $F$, such that there is no attack from $C_i$ to $C_j$ for $j < i$. If $m = 1$ we are in the base-case, hence let us assume that $m \geq 2$. Consider $S \in \text{stage}2(F)$ and $S_1 = S \cap \bigcup_{1 \leq i < m} C_i$, $S_2 = S \cap C_m$. By definition of $\text{stage}2$ we know that $S_1 \in \text{stage}2(F - C_m)$ and $S_2 \in \text{stage}2(F|_{C_m} - S^+_1)$. Note, $S_1 \cap S_2 = \emptyset$. By assumption, $F$ is coherent and it is easy to see that also $F - C_m$ is coherent. This is because $\text{prf}$-semantics satisfies directionality [5] and thus $\text{prf}(F - C_m) = \text{prf}(F) \cap \bigcup_{1 \leq i < m} C_i = \text{stable}(F) \cap \bigcup_{1 \leq i < m} C_i$. Now as each $E \in \text{prf}(F - C_m)$ is contained in an $E' \in \text{stable}(F)$ it must be also stable in $F - C_m$, i.e. $F - C_m$ is coherent. Hence, by the induction hypothesis, $\text{stable}(F - C_m) = \text{prf}(F - C_m) = \text{stage}2(F - C_m)$.

Now, we show that also $F|_{C_m} - S^+_1$ is coherent. By definition, $\text{stable}(F) \subseteq \text{prf}(F)$. Now, consider an extension $E_2 \in \text{prf}(F|_{C_m} - S^+_1)$ and the extension $S_1 \cup E_2$ of $F$. First, by construction $S_1 \cup E_2$ is conflict-free and, as $S_1$ is not attacked by arguments in $C_m$, also $S_1 \cup E_2$ defends all arguments in $S_1$. Second, as $S_1 \in \text{stable}(F - C_m)$ we have that $S_1$ defends $E_2$ against attacks from $\bigcup_{1 \leq i < m} C_i$ and, as $E_2 \in \text{adm}(F|_{C_m} - S^+_1)$, $E_2$ defend itself against the remaining attacks. Finally by the maximality of $E_2$ in $\text{adm}(F|_{C_m} - S^+_1)$ we obtain $(S_1 \cup E_2) \in \text{prf}(F)$. Now, as $F$ is coherent also $(S_1 \cup E_2) \in \text{stable}(F)$ and thus, $E_2 \in \text{stable}(F|_{C_m} - S^+_1)$. Hence, $F|_{C_m} - S^+_1$ is coherent and again we can use the induction hypothesis.

Finally, we obtain $S_1 \in \text{stable}(F - C_m)$ and $S_2 \in \text{stable}(F|_{C_m} - S^+_1)$, combining these results we get $S \in \text{stable}(F)$. 

Notice, Proposition 3.10 implies that on coherent AFs $\text{stage}2$ semantics coincides with
preferred, stage and semi-stable [17] semantics, because on coherent AFs all these semantics coincide with stable semantics.

### 3.2 Extension Evaluation Criteria

Several general criteria for the evaluation of argumentation semantics have been proposed in [5]. In this subsection we analyze the criteria relevant for naive-based semantics.\(^4\)

**Definition 3.11**
A semantics \(\sigma\) satisfies

- the \(I\)-maximality criterion if for each AF \(F = (A, R)\), and for each \(S_1, S_2 \in \sigma(F)\), if \(S_1 \subsetneq S_2\) then \(S_1 = S_2\);
- the reinstatement criterion if for each AF \(F = (A, R)\), and for each \(S \in \sigma(F)\), \(a\) defended by \(S\) implies \(a \in S\);
- the weak reinstatement criterion, if for each \(F = (A, R)\), and for each \(S \in \sigma(F) : \text{grd}(F) \subseteq S\);
- the \(CF\)-reinstatement criterion, if for each \(F = (A, R)\), for each \(S \in \sigma(F)\), \(\forall b : (b, a) \in R, \exists c \in S : (c, b) \in R\) and \(S \cup \{a\} \in cf(F) \Rightarrow a \in S\);
- the directionality criterion if for each \(F = (A, R)\), and for each unattacked set of arguments \(U \subseteq A\) (s. t. \(\forall a \in A \setminus U\) there is no \(b \in U\) with \((a, b) \in R\), it holds that \(\sigma(F|U) = \{(S \cap U) | S \in \sigma(F)\}\).

We start with some general properties of naive-based semantics.

**Proposition 3.12**
\(I\)-maximality and \(CF\)-reinstatement are satisfied by each semantics \(\sigma\) with \(\sigma(F) \subseteq \text{naive}(F)\).

**Proof.** Clearly naive semantics satisfies both \(I\)-maximality and \(CF\)-reinstatement. A set \(E\) which is \(\subseteq\)-maximal in \(\text{naive}(F)\) is also maximal in each subset of \(\text{naive}(F)\) and thus, \(\sigma\) satisfies \(I\)-maximality. \(CF\)-reinstatement is a property defined on single extensions, and as each \(\sigma\)-extension is also a naive extension, \(CF\)-reinstatement is satisfied.

Among the naive-based semantics, only stable semantics satisfies the reinstatement property, which is due to the fact that it is also an admissible-based semantics.

**Proposition 3.13**
The reinstatement property is not satisfied by semantics which can select non-empty conflict-free subsets out of odd-length cycles.

**Proof.** Consider an odd length cycle \(F = (\{a_0, \ldots, a_{n-1}\}, \{(a_i, a_{i+1 \mod n}) | 0 \leq i \leq n - 1\})\) with \(n\) being an odd integer. So this is a cycle of length \(n\) where \(a_i\) attacks \(a_{i+1}\) and \(a_n = a_0\). We claim that no \(E \in cf(F)\) and \(E \neq \emptyset\) satisfies the reinstatement property. Now, towards a contradiction let us assume there exists a nonempty \(E \in cf(F)\) satisfying the reinstatement property. W.l.o.g. assume that \(a_1 \in E\). Then \(a_3\) is defended and by assumption \(a_3 \in E\). But then also \(a_5\) is defended, and by induction it follows that \(a_i \in E\) if \(i\) is odd. Hence also \(a_n \in E\), but \(\{a_1, a_n\} \subseteq E\) contradicts that \(E\) is conflict-free in \(F\).

Hence, when considering naive-based semantics we are usually interested in weaker forms of reinstatement, namely the weak- or \(CF\)-reinstatement.\(^4\)

---

\(^4\) Some of the criteria have been reformulated to fit to the notation of this paper, but can be easily shown to be equivalent to those in [5].
Proposition 3.14
The weak reinstatement and directionality criterion are not satisfied by naive and stage semantics.

Proof. Consider the AF $F$ from Example 2.8. We obtain $\text{naive}(F) = \text{stg}(F) = \{\{a\}, \{b\}\}$ and the grounded extension $G = \{a\}$. Then, the weak reinstatement criterion is not satisfied because $G \not\subseteq \{b\}$. Now let us consider directionality and the sub-framework $F\{|a\}$. Then $\text{stg}(F\{|a\}) = \{\{a\}\}$ but $\{(\{a\} \cap S) \mid S \in \text{stg}(F)\} = \{0, \{a\}\}$, contradicting the directionality criterion.

Proposition 3.15
The weak reinstatement criterion is satisfied by stage2 semantics.

Proof. Let $F = (A,R)$ and $E \in \text{grd}(F)$. Due to [7], for any AF $F$ and any $S \in \text{cf}2(F)$, $E \subseteq S$. From Proposition 3.8 we know that for any AF $G$, $\text{stage2}(G) \subseteq \text{cf}2(G)$. It follows that for any extension $S \in \text{stage2}(F)$, $S \in \text{cf}2(F)$ and $E \subseteq S$.

We sum up the results for the novel stage2 semantics.

- Directionality is satisfied. Due to [5], any SCC-recursive semantics $\sigma$ that admits at least one extension for any AF satisfies the directionality criterion. As the stage2 semantics has been directly defined in terms of the SCC-recursive schema, the directionality criterion is indeed satisfied.
- $I$-maximality and $CF$-reinstatement are satisfied, see Proposition 3.12.
- Reinstatement is not satisfied, see Proposition 3.13.
- Weak reinstatement is satisfied, see Proposition 3.15.

We summarize the evaluation criteria w.r.t. naive-based semantics in Table 1.

Finally, we mention that directionality implies the properties crash-resistance and non-interference (cf. [2]) which both are violated by stable semantics, but satisfied by stage2.

<table>
<thead>
<tr>
<th></th>
<th>naive</th>
<th>stable</th>
<th>stg</th>
<th>cf2</th>
<th>stage2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$-max.</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reinst.</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Weak reinst.</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$CF$-reinst.</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Direct.</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1. Evaluation Criteria w.r.t. Naive-based Semantics.

4 Notions of Equivalence

Argumentation can be understood as a dynamic reasoning process, i.e. it is in particular useful to know the effects additional information causes with respect to a certain semantics. Accordingly, one can identify the information which does not contribute to the results no matter which changes are performed. In other words, we are interested in so-called kernels
of frameworks, where two frameworks with the same kernel are equally affected by all kind
of newly added information in the sense that they always produce an equal outcome.

The concept of strong equivalence for argumentation frameworks captures this intuition
and has been analyzed for several semantics mostly based on the concept of admissibility by
Oikarinen and Woltran in [56], and for cf2 semantics in [47]. It turned out that strong equiva-
ience w.r.t. admissible, preferred, semi-stable and ideal semantics is exactly the same concept,
while stable, stage, complete, and grounded semantics require distinct kernels. Interestingly,
in the case of cf2 semantics, strong equivalence coincides with syntactic equivalence [47],
hence there are no redundant attacks at all. This special behavior has been made explicit with
the succinctness property [47]. If a semantics σ satisfies the succinctness property, then for
every framework F, all its attacks contribute to the evaluation of at least one framework F′
containing F.

In the following we will introduce the necessary concepts for standard and strong equiva-
ience as well as the succinctness property. Then, we analyze standard equivalence between
stage2 and the other naive-based semantics, followed by the investigation of strong equiva-
ience w.r.t. stage2 semantics.

If two distinct AFs possess the same extensions w.r.t. a semantics σ we speak about (stan-
dard) equivalence. Consider the following example.

EXAMPLE 4.1
The AFs F and G are illustrated in Figures 8 and 9. The two AFs differ in the attacks
(a, b), (a, d), (e, d), (e, b) and (e, c). Both AFs have no stable extension, hence stable(F) =
stable(G) = {}. Thus, F and G are equivalent with respect to stable semantics.

Strong equivalence for argumentation frameworks not only requires that two AFs have the
same extensions under a specific semantics but also, if the frameworks are augmented with
additional information, they still possess the same extensions (under the semantics). The
following example illustrates this for stable semantics.

EXAMPLE 4.2
Consider the AFs F and G from Example 4.1 (Figures 8 and 9). We add the new AF
H = (\{b, e\}, \{(b, e)\}) to each of them. Then, they still have the same stable extensions
stable(F \cup H) = stable(G \cup H) = \{b, d\}, as highlighted in the graphs of Figures 10
and 11. Furthermore, it can be shown that no matter which framework H one adds to F and
G they will always possess the same stable extensions.

The concept of strong equivalence for argumentation frameworks, as introduced by Oikari-
nen and Woltran in [56], meets exactly the behavior described in Example 4.2. The formal
Stage Semantics and the SCC-recursive Schema for Argumentation Semantics

18

10.

(F \cup H) from Example 4.2.

11.

(G \cup H) from Example 4.2.

The definition is as follows.

Definition 4.3

Two AFs \( F \) and \( G \) are strongly equivalent to each other w.r.t. a semantics \( \sigma \), in symbols \( F \equiv_{\sigma} G \), iff for each AF \( H \), \( \sigma(F \cup H) = \sigma(G \cup H) \).

By definition, \( F \equiv_{\sigma} G \) implies \( \sigma(F) = \sigma(G) \), but the other direction is not true in general.

To identify to which extent attacks contribute in terms of a given semantics, the succinctness property has been introduced in [47]. In contrast to strong equivalence which considers particular AFs, the succinctness property denotes a general property for argumentation semantics. Hence, it is independent of the specific instantiation method.

Before we give the definition of the succinctness property, we define what we mean with redundant attacks; for AFs \( F = (A, R) \) and \( F' = (A', R') \) we write \( F \subseteq F' \) to denote that \( A \subseteq A' \) and \( R \subseteq R' \) jointly hold. Moreover, we use \( F \setminus \{a, b\} \) as a shorthand for the framework \( (A, R \setminus \{(a, b)\}) \).

Definition 4.4

For an AF \( F = (A, R) \) and semantics \( \sigma \) we call an attack \( (a, b) \in R \) redundant in \( F \) w.r.t. \( \sigma \) if for all \( F' \) with \( F \subseteq F' \), \( \sigma(F') = \sigma(F' \setminus \{(a, b)\}) \).

Definition 4.5

An argumentation semantics \( \sigma \) satisfies the succinctness property or is maximal succinct iff no AF contains a redundant attack w.r.t. \( \sigma \).

The following proposition gives the link between the succinctness property and strong equivalence.

Proposition 4.6 ([47])

An argumentation semantics \( \sigma \) satisfies the succinctness property iff for any AFs \( F, G \) with \( A_F = A_G \); \( F \equiv_{\sigma} G \iff F = G \).

We point out that for all semantics considered so far, strong equivalence for AFs implies that the AFs have the same arguments. Thus, for the semantics under our consideration, one can drop the condition \( A_F = A_G \) in the above proposition.

4.1 Standard Equivalence

We take a closer look at the relations between stage2 and the other naive-based semantics in terms of equivalence. Especially we are interested if equivalence w.r.t. a semantics implies...
equivalence w.r.t. another semantics? In the next examples we show that there is no particular relation between naive, stage, stable, cf2 and stage2 semantics in terms of standard equivalence.

First, we consider AFs $F$ and $G$ such that $\sigma(F) = \sigma(G) \nRightarrow \theta(F) = \theta(G)$, where $\sigma \in \{\text{naive}, \text{stg}, \text{stable}\}$ and $\theta \in \{\text{cf2}, \text{stage2}\}$.

**Example 4.7**
Let $F$ and $G$ be as illustrated in Figures 12 and 13. The only difference between those two AFs is the attack $(b,a)$ which is contained in $F$ but not in $G$. This has the effect that the framework $F$ consists of a single SCC; and thus $\text{cf2}(F) = \text{naive}(F)$ and $\text{stage2}(F) = \text{stg}(F)$. We have $\text{stable}(F) = \text{stable}(G) = \emptyset$ and $\text{stg}(F) = \text{stg}(G) = \{\{a,c\}, \{a,d\}\}$. Furthermore, $\text{naive}(F) = \text{naive}(G) = \{\{a,c\}, \{a,d\}\}$. However, we have $\text{cf2}(F) = \text{stage2}(F) = \{\{a,c\}, \{a,d\}\}$ and $\text{cf2}(G) = \text{stage2}(G) = \{\{a,c\}\}$.

In the following we briefly show why $S = \{a,d\}$ is not a cf2 extension of $G$. First, $\Delta_{G,S} = \{b\}$, so we obtain

$$[[G - \Delta_{G,S}]] = \{(a,c,d,e),(d,e),(e,d),(e,c)\},$$

and thus $\text{naive}([[G - \Delta_{G,S}]]) = \{a,c\}$. For stage2 and the set $S$ we observe $\text{stg}([[G - \Delta_{G,S}]]) = \{a,c,d\}$, and thus $S$ is no stage2 extension of $G$. Hence,

$$\sigma(F) = \sigma(G) \nRightarrow \theta(F) = \theta(G)$$

for $\sigma \in \{\text{naive}, \text{stg}, \text{stable}\}$, and $\theta \in \{\text{cf2}, \text{stage2}\}$ as desired. ◇

The next example shows that $\sigma(F) = \sigma(G) \nRightarrow \theta(F) = \theta(G)$, where $\sigma \in \{\text{naive}, \text{cf2}, \text{stage2}\}$ and $\theta \in \{\text{stg}, \text{stable}\}$.

**Example 4.8**
The AFs $F$ and $G$ are illustrated in Figures 14 and 15. Then, we obtain

- $\text{naive}(F) = \text{naive}(G) = \{\{a\}, \{b\}\}$,
- $\text{cf2}(F) = \text{cf2}(G) = \{\{a\}\}$ and
- $\text{stage2}(F) = \text{stage2}(G) = \{\{a\}\}$.

On the other side

- $\text{stable}(F) = \emptyset \neq \text{stable}(G) = \{\{a\}\}$ and
- $\text{stg}(F) = \{\{a\}, \{b\}\} \neq \text{stg}(G) = \{\{a\}\}$.

Thus, we showed that $\sigma(F) = \sigma(G) \nRightarrow \theta(F) = \theta(G)$, for $\sigma \in \{\text{naive}, \text{cf2}, \text{stage2}\}$ and $\theta \in \{\text{stg}, \text{stable}\}$. ◇
Now, we provide frameworks $F$ and $G$ such that $\sigma(F) = \sigma(G) \neq \nabla(F) = \nabla(G)$, where $\sigma \in \{\text{stable, stg, cf2, stage2}\}$.

**Example 4.9**
Let the AFs $F$ and $G$ be as in Figures 16 and 17. Then, we have $\sigma(F) = \sigma(G) = \{\{c\}\}$, where $\sigma \in \{\text{stable, stg, cf2, stage2}\}$ but $\nabla(F) = \{\{a, b\}, \{c\}\}$ and $\nabla(G) = \{\{a\}, \{b\}, \{c\}\}$.

### 4.2 Strong Equivalence

In [46, 47], it has been shown that for cf2 semantics, strong equivalence coincides with syntactic equivalence. In other words, there are no redundant patterns at all. In the following, we show that the same also holds for stage2 semantics.

**Theorem 4.10**
For any AFs $F$ and $G$, $F \equiv_{s}^{\text{stage2}} G$ iff $F = G$.

**Proof.** Since for any AFs $F = G$ obviously implies for all AFs $H$, $\text{stage2}(F \cup H) =$
stage2\((G \cup H)\), we only have to show that if \(F \neq G\) there exists an AF \(H\) such that \(\text{stage2}(F \cup H) \neq \text{stage2}(G \cup H)\).

For any two AFs \(F\) and \(G\), strong equivalence w.r.t. naive-based semantics requires that the AFs coincide with the arguments and the self-attacks [46]. We thus assume that \((a, a) \in R(F)\) iff \((a, a) \in R(G)\), for each \(a \in A\). Let us thus suppose w.l.o.g. an attack \((a, b) \in R(F) \setminus R(G)\) and consider the AF

\[
H = (A \cup \{d, x, y, z, z1\}, \{(a, a), (b, b), (b, x), (x, a), (a, y), (y, z), (z, a), (z, z1), (z1, z), (z1, z1), (d, c) \mid c \in A \setminus \{a, b\}\}),
\]

see also Figures 18 and 19 for illustration.

Then, for \(E = \{d, x, z\}\), we have \(E \in \text{stage2}(F \cup H)\) but \(E \notin \text{stage2}(G \cup H)\). To show that \(E \in \text{stage2}(F \cup H)\), we first compute \(\Delta_{F\cup H,E} = \{c \mid c \in A \setminus \{a, b\}\}\). Thus, we have two SCCs left in the instance \(F' = \left(\left(\left(F \cup H\right) - \Delta_{F\cup H,E}\right)\right)\), namely \(C_1 = \{d\}\) and \(C_2 = \{a, b, x, y, z, z1\}\) as illustrated in Figure 20. Furthermore, all attacks between the arguments of \(C_2\) are preserved, and we obtain that \(E \in \text{stg}(F')\), and as \(E \in \text{naive}(F \cup H)\), \(E \in \text{stage2}(F \cup H)\) follows.

On the other hand, we obtain \(\Delta_{G\cup H,E} = \{a\} \cup \{c \mid c \in A \setminus \{a, b\}\}\), and the instance \(G' = \left(\left(\left(G \cup H\right) - \Delta_{G\cup H,E}\right)\right)\) consists of five SCCs, namely \(C_1 = \{d\}\), \(C_2 = \{b\}\), \(C_3 = \{x\}\), \(C_4 = \{y\}\) and \(C_5 = \{z, z1\}\), with \(b\) and \(z1\) being self-attacking as illustrated in Figure 21.

Thus, the set \(T = \{d, x, y, z\} \supset E\) is conflict-free in \(G'\) and \(\text{T}_{R(G')}^+ \supset E_{R(G')}^+\). Therefore, we obtain \(E \notin \text{stg}(G')\), and hence, \(E \notin \text{stage2}(G \cup H)\), \(F \neq \text{stage2}^2 G\) follows.

By Theorem 4.6 and Theorem 4.10 the following result is obvious.

**Corollary 4.11**
The \text{stage2} semantics satisfies the succinctness property.

No matter which AFs \(F \neq G\) are given, we can always construct a framework \(H\) such that \(\text{stage2}(F \cup H) \neq \text{stage2}(G \cup H)\). In particular, we can always add new arguments and attacks such that the missing attack in one of the original frameworks leads to different SCCs in the modified ones and therefore to different \text{stage2} extensions, when suitably augmenting the two AFs under comparison. Till now, \text{stage2} is the second semantics beside \(\text{cf2}\), where strong equivalence coincides with syntactic equivalence. This can be seen as another special property of these semantics which is met by the succinctness property.
Stage Semantics and the SCC-recursive Schema for Argumentation Semantics

<table>
<thead>
<tr>
<th></th>
<th>Ver_σ</th>
<th>Cred_σ</th>
<th>Skept_σ</th>
<th>Exists^¬σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>naive</td>
<td>in P</td>
<td>in P</td>
<td>in P</td>
<td>in P</td>
</tr>
<tr>
<td>grd</td>
<td>P-c</td>
<td>P-c</td>
<td>P-c</td>
<td>in P</td>
</tr>
<tr>
<td>stable</td>
<td>in P</td>
<td>NP-c</td>
<td>coNP-c</td>
<td>NP-c</td>
</tr>
<tr>
<td>adm</td>
<td>in P</td>
<td>NP-c</td>
<td>trivial</td>
<td>NP-c</td>
</tr>
<tr>
<td>comp</td>
<td>in P</td>
<td>NP-c</td>
<td>P-c</td>
<td>NP-c</td>
</tr>
<tr>
<td>cf2</td>
<td>in P</td>
<td>NP-c</td>
<td>coNP-c</td>
<td>in P</td>
</tr>
<tr>
<td>prf</td>
<td>coNP-c</td>
<td>NP-c</td>
<td>Π^p_2-c</td>
<td>NP-c</td>
</tr>
<tr>
<td>stg</td>
<td>coNP-c</td>
<td>Σ^p_2-c</td>
<td>Π^p_2-c</td>
<td>in P</td>
</tr>
<tr>
<td>sem</td>
<td>coNP-c</td>
<td>Σ^p_2-c</td>
<td>Π^p_2-c</td>
<td>NP-c</td>
</tr>
</tbody>
</table>

Table 2. Complexity of decision problems (C-c denotes completeness for class C).

5 Computational Properties

In this section we study the computational complexity of the typical reasoning tasks in abstract argumentation for the stage^2 semantics and complement existing results for cf^2 semantics. We first consider these tasks on arbitrary AFs, give the general complexity of stage^2 semantics and compare it with results from the literature. Second, we consider graph classes which are typically tractable for abstract argumentation and study the complexity of reasoning with cf^2 and stage^2 side by side. Finally we consider the backdoor approach [32] for extending these tractable fragments.

We assume the reader has knowledge about standard complexity classes, i.e. P, NP and coNP. Nevertheless we briefly recapitulate the concept of oracle machines and some related complexity classes. Thus let C notate some complexity class. By a C-oracle machine we mean a (polynomial time) Turing machine which can access an oracle that decides a given (sub)-problem in C within one step. We denote such machines as P^C if the underlying Turing machine is deterministic; and NP^C if the underlying Turing machine is nondeterministic.

We are now ready to define specific complexity classes using NP-oracles. First the class Σ^p_2 = NP^NP denotes the problems which can be decided by a nondeterministic polynomial time algorithm that has (unrestricted) access to an NP-oracle. The class Π^p_2 = coNP^NP is defined as the complementary class of Σ^p_2, i.e. Π^p_2 = coΣ^p_2.

The typical problems of interest in abstract argumentation are the following decision problems for given F = (A, R), a semantics σ, a ∈ A and S ⊆ A:

- Verification Ver_σ: is S ∈ σ(F)?
- Credulous acceptance Cred_σ: is a contained in at least one σ extension of F?
- Skeptical acceptance Skept_σ: is a contained in every σ extension of F?
- Non-emptiness Exists^¬σ^0: is there any S ∈ σ(F) for which S ≠ ∅?

In Table 2 known complexity results for various argumentation semantics are summarized [17, 18, 20, 23, 25, 37, 38, 47]. For a detailed discussion of them we refer to [26, 27].

We briefly review the hardness results for cf^2 semantics presented in [47]. The hardness proofs of Cred_{cf2} and Skept_{cf2} are based on the following reduction from propositional formulas in conjunctive normal form (CNF) to AFs as in [20, 23].
Fig. 22. AF $F_\varphi$ for the example 3-CNF formula $\varphi$.

**Definition 5.1**
Given a 3-CNF formula $\varphi = \bigwedge_{j=1}^{m} C_j$ over atoms $Z$ with $C_j = l_{j1} \lor l_{j2} \lor l_{j3}$ ($1 \leq j \leq m$) the corresponding AF $F_\varphi = (A_\varphi, R_\varphi)$ is built as follows.

\[
A_\varphi = Z \cup \bar{Z} \cup \{C_1, \ldots, C_m\} \cup \{\varphi, \neg\varphi\}
\]

\[
R_\varphi = \{(z, \bar{z}), (\bar{z}, z) \mid z \in Z\} \cup \{(C_j, \varphi) \mid j \in \{1, \ldots, m\}\} \cup \{(\varphi, \neg\varphi)\} \cup \\
\{(z, C_j) \mid j \in \{1, \ldots, m\}, z \in \{l_{j1}, l_{j2}, l_{j3}\}\} \cup \\
\{(\bar{z}, C_j) \mid j \in \{1, \ldots, m\}, \neg z \in \{l_{j1}, l_{j2}, l_{j3}\}\}
\]

In [47] it is shown that a formula $\varphi$ is satisfiable iff $\varphi$ is credulously accepted in $F_\varphi$ (w.r.t. $cf^2$) iff $\neg\varphi$ is not skeptically accepted in $F_\varphi$ (w.r.t. $cf^2$), which proves $NP$ (resp. $coNP$) hardness of the corresponding reasoning problems.

### 5.1 General Complexity of stage2 Semantics

We now give an exact complexity case of stage2 semantics when considering arbitrary AFs.

**Theorem 5.2**
For stage2 semantics the following holds

- $Ver_{stage2}$ is coNP-complete;
- $Cred_{stage2}$ is $\Sigma^P_2$-complete;
- $Skept_{stage2}$ is $\Pi^P_2$-complete;
- $Exists_{\neg\emptyset} stage2$ is in P.

**Proof.** We first consider the membership part starting with $Ver_{stage2}$. Given an AF $F = (A, R)$ a set $E$ of arguments, by Proposition 3.2 we have to check whether $E \in naive(F)$ (which can be done in P), and whether $E \in stg([[F - \Delta_{F,S}]])$. As $[[F - \Delta_{F,S}]]$ can be constructed in polynomial time and $Ver_{stg} \in coNP$ [37] also $Ver_{stage2} \in coNP$.

The problems $Cred_{stage2}$ and $Skept_{stage2}$ can be solved by a standard guess and check algorithm, i.e. guessing an extension containing the argument (resp. not containing the argument) and using an NP-oracle to verify the extension. Thus $Cred_{stage2} \in \Sigma^P_2$ and $Skept_{stage2} \in \Pi^P_2$ follows.
For the hardness part we give a reduction \( R \) mapping argumentation frameworks to argumentation frameworks, such that for each AF \( F \) it holds that \( \text{stg}(F) = \text{stage}_2(R(F)) \).\(^5\)

The hardness results then follow from the corresponding hardness results for stage semantics [37]. Given an AF \( F = (A,R) \) we define \( R(F) = (A^*,R^*) \) with \( A^* = A \cup \{t\} \) and \( R^* = R \cup \{(t,t)\} \cup \{(t,a),(a,t) \mid a \in A\} \), where \( t \) is a fresh argument. We illustrate the construction in Figure 23. Then, \( R(F) \) consists of a single SCC and hence \( \text{stg}(R(F)) = \text{stage}_2(R(F)) \). It remains to show that \( \text{stg}(F) = \text{stg}(R(F)) \).

Finally consider \( \text{Exists}_{\text{stage}_2} \in \mathbb{P} \). Recall, for every AF \( F \) it holds that each \( \text{stage}_2 \) extension of \( F \) is a naive extension of \( F \). Thus, in case we have an \( F \) which possesses only the empty set as its \( \text{stage}_2 \) extension, we know, the empty set is also the only naive extension of \( F \). However, this is only the case if all arguments of \( F \) are self-attacking. Thus, to decide whether there exists a non-empty \( \text{cf}_2 \) extension of an AF \( F = (A,R) \), it is sufficient to check if there exists any argument \( a \in A \) such that \( (a,a) \notin R \). This can be done in polynomial time.

We summarize the complexity results for naive-based semantics in Table 3. The results for naive semantics are due to [18], the ones for stable semantics are from [20] and the results for stage semantics have been shown in [37]. Regarding \( \text{cf}_2 \), the complexity of \( \text{Cred}_{\text{cf}_2}, \text{Skept}_{\text{cf}_2} \) and \( \text{Ver}_{\text{cf}_2} \) is the same as for stable semantics, only non-emptiness is in \( \mathbb{P} \) for \( \text{cf}_2 \) where it is \( \mathbb{NP} \)-complete for stable semantics. Considering the plethora of argumentation semantics, beside \( \text{stage}_2 \), only for stage and semi-stable semantics the complexity of both skeptical and credulous reasoning is located on the second level of the polynomial hierarchy. Remember, for preferred semantics only skeptical acceptance is located on the second level of the polynomial hierarchy while credulous acceptance is \( \mathbb{NP} \)-complete [25]. This indicates that \( \text{stage}_2 \) is among the computationally hardest semantics but in the same breath also among the most expressive ones.

As mentioned before, the complexity results discussed so far are worst-case scenarios, for specific classes of problem instances one can achieve better results. In the next section

\(^5\)Such a reduction \( R \) from stage to \( \text{stage}_2 \), is called an exact translation for stage \( \Rightarrow \text{stage}_2 \) in [38]. In terms of [38] we show that stage semantics can be exactly translated to \( \text{stage}_2 \) semantics.
we investigate instances where possibly better results for \(cf2\) and \(stage2\) semantics can be obtained.

### 5.2 Tractable Fragments for \(cf2\) and \(stage2\)

As both \(cf2\) and \(stage2\) semantics are in general computationally intractable, i.e. the former is on the NP-layer while the latter is even on the second level of the polynomial hierarchy, naturally the issue of identifying tractable instances arises. Such studies of special instances of AFs where efficient algorithms can solve the reasoning problems on polynomial time have been done for several admissibility-based semantics \([18, 23, 25]\). In the following we study tractable fragments, i.e. classes of problem instances that can be decided in (deterministic) polynomial time, proposed for admissibility-based semantics and whether tractability also applies to \(cf2\) and \(stage2\) semantics.

First, we identify a relation between credulous and skeptical acceptance. By the following result, whenever credulous acceptance is tractable we immediately get tractability for skeptical acceptance.

**Proposition 5.3**

Given an AF \(F = (A, R)\) and \(a \in A\) such that \((a, a) \notin R\). Then, \(a\) is skeptically accepted with \(cf2\) (resp. \(stage2\)) iff no \ \{\(b \mid (b, a) \in R \text{ or } (a, b) \in R\)\} is credulously accepted with \(cf2\) (resp. \(stage2\)).

**Proof.** For the proof we abstract from the concrete semantics \(cf2, stage2\) and consider an arbitrary semantics \(\sigma\) with \(\sigma(F) \subseteq naive(F)\).

\(\Rightarrow: \) Consider \(E \in \sigma(F)\) with \(a \in E\). As \(E \in cf(F)\), clearly \(\{b \mid (b, a) \in R \text{ or } (a, b) \in R\} \cap E = \emptyset\). As, by assumption, for each \(E \in \sigma(F)\) we have \(a \in E\) no \(\{b \mid (b, a) \in R \text{ or } (a, b) \in R\}\) is credulously accepted.

\(\Leftarrow: \) Consider \(E \in \sigma(F)\) with \(\{b \mid (b, a) \in R \text{ or } (a, b) \in R\} \cap E = \emptyset\). As \(E \in naive(F)\) and \((a, a) \notin R\) we have \(a \in E\). By assumption each \(E \in \sigma(F)\) satisfies \(\{b \mid (b, a) \in R \text{ or } (a, b) \in R\} \cap E = \emptyset\) and thus \(a\) is skeptically accepted. \(\square\)

In the following we consider different graph classes which have been proposed as tractable fragments for abstract argumentation in the literature and study the complexity of \(stage2\) and \(cf2\) semantics on these graph classes.
5.2.1 Acyclic Argumentation Frameworks

One tractable fragment for argumentation is the class of acyclic AFs. Tractability is due to the fact that on acyclic AFs most semantics coincide with the grounded semantics [22]. This result extends to cf2 and stage2.

**Theorem 5.4**
For acyclic AFs and \( \sigma \in \{ \text{cf2}, \text{stage2} \} \) the problems Cred\(_\sigma\) and Skept\(_\sigma\) are in P.

**Proof.** We first show that, on acyclic AFs, grounded, cf2 and stage2 semantics coincide. Having a look at the SCC-recursive schema applied to acyclic AFs, then the base semantics is only applied to AFs consisting of a single argument and no attack. Thus semantics coincide if they coincide on these AFs. We have \( \text{grd}(\{a\}, \emptyset) = \text{naive}(\{a\}, \emptyset) = \text{stg}(\{a\}, \emptyset) = \{\{a\}\} \) and thus the assertion follows. Now the complexity results are immediate by the fact that these problems are in P for grounded semantics.

5.2.2 Even-Cycle Free Argumentation Frameworks

By a result in [24], reasoning with admissible-based semantics in AFs without even-length cycles is tractable. Unsurprisingly this result does not extend to cf2 and stage2 semantics.

As odd and even length cycles are treated in the same manner we can simply replace the even-cycles by odd ones.

**Theorem 5.5**
For AFs without even-length cycles:

- Cred\(_{\text{cf2}}\) is NP-complete,
- Skept\(_{\text{cf2}}\) is coNP-complete,
- Cred\(_{\text{stage2}}\) is NP-hard, and
- Skept\(_{\text{stage2}}\) is coNP-hard.

**Proof.** The membership part for cf2 follows immediately from the complexity results for arbitrary AFs. For the hardness part we reduce the NP-hard SAT (resp. coNP-hard UNSAT) problem to Cred (resp. Skept).

Given a 3-CNF formula \( \varphi = \bigwedge_{j=1}^{m} C_j \) over atoms \( Z \) with \( C_j = l_{j1} \lor l_{j2} \lor l_{j3} \) \((1 \leq j \leq m)\), the corresponding AF \( F_\varphi = (A_\varphi, R_\varphi) \) is built as follows:

\[
A_\varphi = Z \cup \bar{Z} \cup \hat{Z} \cup \{C_1, \ldots, C_m\} \cup \{\varphi, \neg \varphi\}
\]

\[
R_\varphi = \{(z, \bar{z}), (\hat{z}, \bar{z}), (\hat{z}, z) \mid z \in Z\} \cup \{(C_j, \varphi) \mid 1 \leq j \leq m\} \cup \{(\varphi, \neg \varphi)\} \cup \{(z, C_j) \mid j \in \{1, \ldots, m\}, z \in \{l_{j1}, l_{j2}, l_{j3}\}\} \cup \{(\hat{z}, C_j) \mid j \in \{1, \ldots, m\}, \neg z \in \{l_{j1}, l_{j2}, l_{j3}\}\}
\]

Figure 24 illustrates the AF \( F_\varphi \) of the formula \( \varphi = (z_1 \lor z_2 \lor z_3) \land \neg z_2 \land \neg z_3 \land \neg z_4 \land (\neg z_1 \land z_2 \lor z_4) \).

An SCC of \( F_\varphi \) either consists of a single argument or is a cycle of length three which is not attacked by another SCC. As stage and naive semantics coincide on both we have cf2\(_{F_\varphi}\) = stage2\(_{F_\varphi}\). Thus, in the remainder of the proof we only consider cf2 semantics. We now claim

(1) \( \varphi \) is satisfiable iff
(2) \( \varphi \) is credulously accepted in \( F_\varphi \) iff
(3) \( \neg \varphi \) is not skeptically accepted in \( F_\varphi \).

(1) \( \Rightarrow \) (2): \( \varphi \) is satisfiable and thus it has a model \( M \subseteq Z \). Consider the set \( E = M \cup \{ \bar{z} \mid z \in Z \setminus M \} \cup \{ \varphi \} \). We next show, \( E \) is a \( cf2 \) extension of \( F_\varphi \). It is easy to check that \( E \in naive(F_\varphi) \). So we consider \( \Delta_{F_\varphi,E} \). As \( M \) is a model of \( \varphi \) each \( C_j \) is either attacked by a \( z_i \in E \) or \( \bar{z}_i \in E \), and as there are no attacks from \( C_j \) to \( Z \cup \hat{Z} \) we obtain \( C_j \in \Delta_{F_\varphi,E} \) for \( 1 \leq i \leq m \). Similarly, \( \neg \varphi \) is attacked by \( \varphi \), and as \( \neg \varphi \) has no outgoing attacks also \( \neg \varphi \in \Delta_{F_\varphi,E} \).

Now consider \( Z \cup \hat{Z} \cup \bar{Z} \). Those arguments are not attacked from outside their SCCs, hence none of the arguments is contained in \( \Delta_{F_\varphi,E} \). Now consider
\[
F' = [(F_\varphi - \Delta_{F_\varphi,E})] = (Z \cup \hat{Z} \cup \bar{Z} \cup \{ \varphi \}, \{(z, \bar{z}), (\bar{z}, \hat{z}), (\hat{z}, z) \mid z \in Z\}).
\]

It is easy to see that \( E \in naive(F') \) and we finally obtain, \( E \in cf2(F_\varphi) \). Hence, \( \varphi \) is credulously accepted.

(1) \( \Leftarrow \) (2): Let \( E \in cf2(F_\varphi) \) such that \( \varphi \in E \). As \( E \) is conflict-free and \( \varphi \in E \) we have \( C_j \notin E \) for \( 1 \leq i \leq m \). Moreover \( C_j \in \Delta_{F_\varphi,E} \). Assume the contrary, then there exists a \( C_j \in [(F_\varphi - \Delta_{F_\varphi,E})] \), and as \( C_j \) is not strongly connected to any argument, it is an isolated argument in the separation and thus in any naive set of \( [(F_\varphi - \Delta_{F_\varphi,E})] \), a contradiction. Now as \( C_j \in \Delta_{F_\varphi,E} \), for each \( C_j \) there exists \( l \in Z \cup \hat{Z} \) and \( l \in E \) such that \( l \) attacks \( C_j \) (which is equivalent to \( l \in C_j \)). Notice, as \( E \) is conflict-free it can not happen that \( \{ z, \bar{z} \} \subseteq E \). Finally, we obtain \( M = E \cap Z \) is a model of \( \varphi \).

(2) \( \Leftrightarrow \) (3): This is by the fact that in \( F_\varphi \) the argument \( \neg \varphi \) is only connected to \( \varphi \) and thus each naive (resp. \( cf2 \)) extension of \( F_\varphi \) either contains \( \varphi \) or \( \neg \varphi \).

While even-cycle free AFs are tractable for admissible-based semantics, in particular for stable semantics, they are still hard for \( cf2 \), \( stage2 \) and also for stage semantics [31, 32].
5.2.3 Bipartite Argumentation Frameworks

Bipartite AFs are a special class of frameworks where there exists a partition of the set of arguments $A$ into two sets $A_1$ and $A_2$ such that attacks only exist between $A_1$ and $A_2$ but not within the sets.

**Example 5.6**
Consider the AF $F = (A, R)$ as illustrated in Figure 25. We can partition $A$ in $A_1 = \{a, b, d, g\}$ and $A_2 = \{c, e, f\}$, and it is easy to see that there are only attacks between those two sets. Thus, $F$ is a bipartite argumentation framework.

Bipartite AFs have been shown to be tractable for admissible based semantics [23]. In the following we show that they are also tractable for $cf_2$ and $stage_2$ semantics.

**Theorem 5.7**
For bipartite AFs the problems $Cred_{cf_2}$, $Skept_{cf_2}$ are in $P$.

**Proof.** Given a bipartite AF $F = (A_1, A_2, R)$ with $A = A_1 \cup A_2$. In the following we use the notation $S \rightarrow a$ if a set $S$ attacks an argument $a$. We consider the following procedure. Start with $E_1 = A_1$ and $E_2 = \emptyset$, iterate (until $E_1, E_2$ reach a fixed-point)

1. $E_2 := E_2 \cup \{b \in A_2 \mid E_1 \nrightarrow b\}$
2. $E_1 := E_1 \setminus \{a \in E_1 \mid E_2 \rightarrow a\}$.

By results in [23] the above algorithm works in polynomial time and computes the stable extension $S = E_1 \cup E_2$ of $F$, with $E_1$ being the set of credulously accepted arguments of $F$ from $A_1$ (w.r.t. stable semantics). We next show that this algorithm also applies to $cf_2$. Due to [63], in coherent systems an argument is skeptically accepted iff none of its attackers is credulously accepted. Bipartite AFs are indeed coherent, this property explains intuitively the functioning of our procedure. To this end let $C_1$ be the set of credulously accepted arguments of $F$ from $A_1$ and $S_2$ the set of skeptically accepted arguments of $F$ from $A_2$ (w.r.t $cf_2$ semantics). We claim that after each iteration step it holds that

(i) $E_1 \supseteq C_1$,
(ii) $E_2 \subseteq S_2$ and
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(iii) $A_1 \setminus E_1 \subseteq \Delta_{F,S_2}$.

As an induction base observe that $E_1 = A_1$ and $E_2 = \emptyset$ trivially satisfies (i)-(iii). Now for the induction step assume (i)-(iii) holds before applying the iteration step, we have to show that it also holds afterwards.

First consider (ii): $E_2$ is only changed if there is a $b \in A_2$ and $E_1 \not\models b$. But by (iii) this means that for all $E \in cf^2(F)$ all attackers of $b$ are contained in $\Delta_{F,E}$. Hence, for each $E \in cf^2(F)$, the argument $b$ is isolated in the AF $[[F - \Delta_{F,E}]]$ and thus clearly $b \in E$. Hence, $b \in S_2$ and (ii) is satisfied.

Now consider (i): By (2) an argument $a$ is only removed from $E_1$ if it is attacked by a skeptically accepted argument. But then $a$ can not be credulously accepted, i.e. $a \not\in C_1$, and thus still $E_1 \supseteq C_1$.

Finally consider (iii): If an argument $a$ is removed from $E_1$ it is attacked by an argument $b$ such that for $E \in cf^2(F)$ all attackers of $b$ are contained in $\Delta_{F,E}$. Then clearly $a \not\models_{F,E} \Delta_{F,E}$ $b$ and thus $a \not\in \Delta_{F,E}$. Now using that $S = E_1 \cup E_2$ is a stable extension, the fixed-point of the above algorithm is also a $cf^2$ extension. Thus, $E_1 = C_1$ and $E_2 = S_2$. By symmetry we finally obtain that in bipartite AFs, the credulously (resp. skeptically) accepted arguments w.r.t. $cf^2$ coincide with the credulously (resp. skeptically) accepted arguments w.r.t. stable.

Hence, the P results for stable semantics in [23] carry over to $cf^2$ semantics.

In the following we illustrate the procedure of the proof of Theorem 5.7 on the AF of Figure 25.

Example 5.8

Let $F$ be the bipartite AF of Example 5.6 with $A_1 = \{a, b, d, g\}$ and $A_2 = \{c, e, f\}$. We start the algorithm for computing credulous and skeptical accepted arguments as in the proof above. First, for $E_1 = A_1$ and $E_2 = \emptyset$ the sets remain unchanged. Thus, we obtain $S_1 = \{a, b, d, g\}$ as a stable extension of $F$ which is also the set of credulously accepted arguments of $F$ from $A_1$, and none of the arguments from $A_2$ is skeptically accepted in $F$. Due to symmetry we consider now $E_1 = A_2$ and $E_2 = \emptyset$. Then, we obtain

- $E_2 = \{b\}$ and
- $E_1 = A_2 \setminus \{c\} = \{e, f\}$.

The set $S_2 = \{b, e, f\}$ is a stable extension of $F$, the arguments $e$ and $f$ from $A_2$ are credulously accepted in $F$ and $\{b\} \subset A_1$ is skeptically accepted in $F$ (w.r.t. $cf^2$ and stable semantics). Finally, the arguments $a, b, d, g, e$ and $f$ are credulously accepted in $F$ (w.r.t. $cf^2$ and stable semantics).

Even though credulous and skeptical acceptance of $cf^2$ and stable semantics coincide on bipartite AFs, they propose different extensions. For instance consider the AF $F$ from Example 2.15 (illustrated on page 9). $F$ consists of a cycle of length 6 and is a bipartite, with $A_1 = \{a, c, e\}$ and $A_2 = \{b, d, f\}$. The set $\{a, d\}$ is a $cf^2$ extension of $F$ which is not stable. Furthermore, no argument is skeptically accepted w.r.t. $cf^2$ and stable semantics but all arguments are credulously accepted in $F$. However, for $stage_2$ and stable semantics, also the extensions coincide.

*By stable($F$) $\subseteq$ stage_2($F$) $\subseteq$ cf_2($F$) and Proposition 5.3 this also extends to stage_2 semantics. However, this does not cover the complexity of the Ver stage_2 problem.*
Theorem 5.9
For bipartite AFs $Cred_{stage2}$, $Skept_{stage2}$, $Ver_{stage2}$ are in $P$.

Proof. Bipartite AFs are odd-cycle free and therefore coherent [22]. Hence stable and stage semantics coincide. By Proposition 3.10 we know that also $stable(F) = stage2(F)$. Then, the theorem follows from the results for stable semantics in [23].

5.2.4 Symmetric AFs
Finally we consider symmetric AFs, which were studied in [18]. In symmetric AFs all attacks go into both directions, hence all SCCs are isolated in the sense that there is no attack from one SCC to another (otherwise by symmetry, there would be an attack back and thus, those SCCs would merge to just one). Thus, in symmetric AFs $cf2$ coincides with naive semantics while $stage2$ coincides with stage semantics. We immediately obtain the complexity result for $cf2$ and $stage2$ by the corresponding results for naive and stage. In the first case this clearly leads to tractability. In the latter one we have to be more careful. If we follow [18] and assume that symmetric AFs are also irreflexive then, we have tractability by the fact that such AFs are coherent and stable semantics are tractable. However, without the assumption of irreflexivity, the tractability results for stable and stage semantics do not hold. Thus, they do not hold for $stage2$ as well. In fact one can show that stage (and thus also $stage2$) semantics maintain their full complexity in symmetric AFs allowing self-attacks [27].

We summarize the results for the discussed tractable fragments in Table 4. For comparison we also included the results for stable and stage semantics from [27].

5.3 Backdoor Approach
A generalization of these fragments is the so called called backdoor approach [32], using the distance to a tractable fragment. This approach comes from parametrized complexity theory (see [42, 54]). For so called fixed-parameter tractability (fpt), one identifies problem parameters, for instance the above mentioned distance, such that computational costs heavily depend on the parameter but are only polynomial in the size of the instance. Now, if only considering
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problem instances with bounded parameter, one obtains a polynomial time algorithm.

Next we formally define the distance of an AF to a graph class in terms of arguments that one has to delete such that the AF falls into the graph class.

**Definition 5.10**
Let \( G \) be a graph class and \( F = (A, R) \) an AF. We define \( \text{dist}_G(F) \) as the minimal number \( k \) such that there exists a set \( S \subseteq A \) with \( |S| = k \) and \( (A \setminus S, R \cap (A \setminus S \times A \setminus S)) \in G \). If there is no such set \( S \) we define \( \text{dist}_G(F) = \infty \).

In [32] it was shown that the backdoor approach does not help in the case of stage semantics, i.e. that even instances with a small distance are still \( \text{NP} \)-hard or \( \text{coNP} \)-hard, while it can be applied to admissibility based semantics. Here we show that the backdoor approach is also not applicable for \( cf^2 \) and stage2 semantics.

**Theorem 5.11**
\( \text{Cred}_{cf^2} \) is \( \text{NP} \)-hard, \( \text{Skept}_{cf^2} \) is \( \text{coNP} \)-hard even for AFs \( F \) with \( \text{dist}_{acyc}(F) = 1 \).

**Proof.** We consider a variation of the standard reduction from Definition 5.1. Given a 3-CNF the AF \( F'_{\varphi} = (A', R'_{\varphi}) \) is built as follows.

\[
A'_{\varphi} = Z \cup \bar{Z} \cup \{C_1, \ldots, C_m\} \cup \{\varphi, \neg \varphi, g\}
\]
\[
R'_{\varphi} = \{(z, \bar{z}), (\bar{z}, g), (g, z) \mid z \in Z\} \cup \{(C_j, \varphi) \mid j \in \{1, \ldots, m\}\} \cup \{\varphi, \neg \varphi, (g, g)\} \cup
\]
\[
\{(z, C_j) \mid j \in \{1, \ldots, m\}, z \in \{l_1, l_2, l_3\}\} \cup
\]
\[
\{(\bar{z}, C_j) \mid j \in \{1, \ldots, m\}, \neg z \in \{l_1, l_2, l_3\}\}
\]

For an illustration see Figure 26. The differences between \( F_{\varphi} \) and \( F'_{\varphi} \) being that \( F'_{\varphi} \) does not contain attacks \((z, \bar{z})\) and the new argument \( g \) with its attacks. When deleting the argument \( g \) from the AF \( F'_{\varphi} \) the AF becomes acyclic and hence \( \text{dist}_{acyc}(F'_{\varphi}) = 1 \). Moreover one can show that \( cf^2(F'_{\varphi}) = cf^2(F_{\varphi}) \) from which the claim follows.

We define \( A = Z \cup \bar{Z} \cup \{g\}, F_{|A} = (A \setminus \{g\}, R_{\varphi} \cap (A \times A)) \), and \( F'_{|A} = (A, R'_{\varphi} \cap (A \times A)) \).

By the SCC-recursiveness of \( cf^2 \) it suffices to show that \( cf^2(F_{|A}) = cf^2(F'_{|A}) \). As the \( g \) is self-attacking in \( F'_{|A} \) and the remaining conflicts are the same as in \( F_{|A} \) (although with different orientation) we obtain that naive\( (F_{|A}) = \text{naive}(F'_{|A}) \). In \( F_{|A} \) there are only symmetric attacks and thus naive and stable semantics coincide. Using that each stable extension is a \( cf^2 \) extension at each \( cf^2 \)-extension is a naive set we obtain naive\( (F_{|A}) = cf^2(F_{|A}) \). Next consider \( F'_{|A} \). As \( F'_{|A} \) has just one strongly connected component (each argument is strongly connected to \( g \)) we obtain that naive\( (F'_{|A}) = cf^2(F'_{|A}) \). Thus, \( cf^2(F_{|A}) = cf^2(F'_{|A}) \) and hence \( cf^2(F_{\varphi}) = cf^2(F'_{\varphi}) \) as desired.

**Theorem 5.12**
\( \text{Cred}_{cf^2} \) is \( \text{NP} \)-hard, \( \text{Skept}_{cf^2} \) is \( \text{coNP} \)-hard even for AFs \( F \) with \( \text{dist}_{bipart}(F) = 1 \).

**Proof.** Here we again consider the standard reduction from Definition 5.1 but apply it to a monotone 3-CNF (SAT is still \( \text{NP} \)-hard for such instances). The characteristic of a monotone 3-CNF is that each clause either consists solely of positive literals or solely of negative literals. We denote the set of the former by \( C \) and the set of the latter by \( \bar{C} \).
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Then we can partition $A$ in $A = Z \cup \bar{Z} A_2 = \bar{Z} \cup C \cup \{\neg \varphi\}$ and $B = \{\varphi\}$. It is easy to verify that each of these sets is conflict free and thus when deleting $B$ from $F$, we get an bipartite AF. Hence $\text{dist}_{\text{bipart}}(F) = 1$ and the claim follows.

**Theorem 5.13**

$\text{Cred}_{c^2}$ is NP-hard, $\text{Skept}_{c^2}$ is coNP-hard even for AFs $F$ with $\text{dist}_{\text{sym}}(F) = 1$.

**Proof.** Once more we consider a variation of the standard reduction from Definition 5.1. Given a 3-CNF the AF $F^* = (A, R^*_F)$ is built as follows.

$A^*_\varphi = Z \cup \bar{Z} \cup \{C_1, \ldots, C_m\} \cup \{\varphi, \neg \varphi\}$

$R^*_\varphi = \{(z, \bar{z}), (\bar{z}, z) \mid z \in Z\} \cup \{(C_j, \varphi) \mid j \in \{1, \ldots, m\}\} \cup \{(\varphi, \neg \varphi)\} \cup$

$\{(C_j, \varphi) \mid j \in \{1, \ldots, m\}, z \in \{l_{j_1}, l_{j_2}, l_{j_3}\}\} \cup$

$\{(\bar{z}, C_j, \bar{z}) \mid j \in \{1, \ldots, m\}, \neg z \in \{l_{j_1}, l_{j_2}, l_{j_3}\}\}$

This reduction is illustrated in Figure 27. The differences between $F$ and $F^*$ being that in $F^*$ the attacks between literals and clauses are symmetric.

We show that $\varphi$ is satisfiable if and only if $\varphi$ is credulously accepted. The claim then follows.

$\Rightarrow$: Assume $\varphi$ has a model $M$. We show that $E = M \cup \bar{M} \cup \{\varphi\}$ is a stable extension and thus also a $c^2$-extension. First it is easy to check that $E$ is conflict-free. For each $x \in X$ either $x \in E$ or $\bar{x} \in E$ and thus $x \in E^+$ for each $x \in X \cup \bar{X}$. Further as $M$ is a model each $C_i$ is attacked by an $x \in E$ or an $\bar{x} \in E$. Finally $\neg \varphi$ is attacked by $\varphi$ and thus $E^+ = A$. Hence $E$ is a stable extension.

$\Leftarrow$: Now consider a $c^2$ extension $E$ with $\varphi \in E$. We define $A = \{C_1, \ldots, C_m\} \cup X \cup \bar{X}$, $E' = E \cap A$ and $F^*_A = (A, R_\varphi \cap (A \times A))$. As mentioned earlier $c^2$ satisfies directionality and thus we have that $E' \in c^2(F^*_A)$ and further as $F^*_A$ is symmetric $E' \in \text{naive}(F^*_A)$. Using that $\varphi \in E$ we obtain that no $C_i$ can be contained in $E'$. But as $E'$ is a naive set we
have that for each $C_i$ there is either an $x \in E'$ or an $\bar{x} \in E'$ that attacks $C_i$, i.e. $x \in C_i$, resp. $\bar{x} \in C_i$. Thus $E \cap X$ is a model of $\varphi$. 

THEOREM 5.14

$Cred_{stage2}$ is NP-hard, $Skept_{stage2}$ is coNP-hard even for

- AFs $F$ with $\text{dist}_{\text{acycl}}(F) \leq 2$,
- AFs $F$ with $\text{dist}_{\text{bipart}}(F) \leq 2$, and
- AFs $F$ with $\text{dist}_{\text{sym}}(F) \leq 3$.

PROOF. In [32] hardness proofs for the case of stage semantics are given for AFs $F$ with $\text{dist}_{\text{acycl}}(F) = 1$, AFs $F$ with $\text{dist}_{\text{bipart}}(F) \leq 1$, and AFs $F$ with $\text{dist}_{\text{sym}}(F) \leq 2$. The reduction presented in the proof of Theorem 5.2 just introduces one argument and ensures that stage semantics coincides with $stage2$ semantics. Indeed this reduction just increases the distance to a tractable fragment by one. By combining this with the above mentioned results from [32] we obtain the claim.

5.4 Summary and Further Considerations

To sum up, we completed the complexity analysis for $cf2$ and $stage2$ semantics for the standard reasoning problems verification, credulous and skeptical acceptance. It turned out that both semantics are intractable, where $stage2$ is even on the second level of the polynomial hierarchy.

Furthermore, we considered special instances of AFs and showed that acyclic, bipartite and symmetric self-attack free frameworks are tractable for both $cf2$ and $stage2$ semantics. Whereas, if self-attacking arguments are contained in a symmetric frameworks, then we do not have tractability for $stage2$. Even-cycle free AFs are not tractable for $cf2$ and $stage2$ semantics, which reflects the special behavior of these semantics on odd-length cycles.

Beside the backdoor approach there are several other ways to parametrize argumentation have been studies in the literature. First investigations for fixed-parameter tractability regarding abstract argumentation were undertaken for the graph parameters tree-width [23, 33] and clique-width [35]. The work in [36] shows that also reasoning with $cf2$ semantics is fpt w.r.t. tree-width and clique-width. Moreover, using the building blocks provided there, one can easily construct a monadic second order logic encoding for $stage2$ semantics, and by the
results presented in [36] this implies fixed-parameter tractability w.r.t. tree-width and clique-width. Moreover, [27, 33] shows that several parameters tailored for directed graphs are not applicable to abstract argumentation with the common semantics. These results immediately turn over to $cf^2$ and $stage^2$ semantics.

6 Implementation

In this section we concentrate on the more practical part of our investigation. In order to evaluate and compare abstract argumentation frameworks with respect to the numerous semantics it is indispensable to have efficient systems. Here we consider two approaches to such systems: First encoding argumentation semantics in answer-set programming and second using labelings as basis for dedicated algorithms.

Many argumentation semantics have been already implemented in ASP, see [60] for an overview. In this work we follow the ASPARTIX approach [40], where a single program is used to encode a particular semantics, while the instance of the framework is given as an input database. In particular we will present ASP encodings for $stage^2$ semantics.

The challenging part in the design of the encodings for $stage^2$ semantics is that the definition following the SCC-recursive schema involves a recursive computation of different sub-frameworks which is rather cumbersome to represent directly in ASP. This was the main reason why the alternative characterization for $cf^2$ (resp. for $stage^2$) semantics has been invented [45, 47]. With the alternative characterization we are able to directly (i) guess a set $S$ of the given AF $F$ and then (ii) check whether $S$ is a stage extension of the instance $[[F - \Delta_{F,S}]]$. While the encodings for $cf^2$ (as presented in [45]) are quite short and comprehensible this is not the case for the standard encodings for $stage^2$ semantics. This semantics is located on the second level of the polynomial hierarchy and is based on stage semantics which requires a test for subset-maximality. To perform this test we need to apply a certain saturation technique [41] which is hardly accessible for non-experts in ASP.

However, recent advances in ASP solvers, in particular, the $metasp$ optimization front-end for the ASP-system gringo/claspD allows for much simpler encodings for such tests. More precisely, $metasp$ allows to use the traditional $\#\text{minimize}$ statement (which in its standard variant minimizes w.r.t. cardinality or weights, but not w.r.t. subset inclusion) also for selection among answer sets which are minimal w.r.t. subset inclusion in certain predicates. Details about $metasp$ can be found in [49]. We will use this optimization to simplify the encodings for $stage^2$ semantics.

Besides the ASP approach we will consider the labeling-based approach as a direct implementation method. Lately algorithms based on labelings attracted specific attention [13, 14, 53, 55, 62]. In contrast to the traditional extension-based approach, so called labelings (see e.g. [2]) distinguish different kinds of unaccepted arguments, e.g. those which are rejected by the extension and those which are neither rejected nor accepted. Such distinctions are interesting from a logic perspective [16] but also have proven to be highly useful for algorithmic issues. Hence, we follow this approach and present two algorithms which compute all valid labelings / extensions for $cf^2$ and $stage^2$ semantics.

6.1 Answer-Set Programming Encodings

We consider ASP as a reduction-based approach for the implementation of AFs. First we introduce the necessary background on ASP, then we formalize how argumentation frame-
works are represented in ASP and we give the encodings for stage2 semantics. In particular we distinguish between the standard saturation encodings and the optimized metasp encodings for stage2 semantics. All our encodings are fixed where the instance of an AF is given as input, and they are incorporated in the system ASPARTIX (see [39, 40] for more details). The encodings from the system ASPARTIX are written in the general datalog syntax. It may be the case that one needs to adapt the encodings for some ASP solvers. The metasp encodings can only be performed with gringo/claspD. Furthermore we point out that we give an informal description of the ASP encodings. For a more formal investigation of the system ASPARTIX we refer to [40].

6.1.1 Background Answer-Set Programming

We give a brief overview of the syntax and semantics of disjunctive logic programs under the answer-sets semantics [50]; for further background, see [52].

We fix a countable set \( \mathcal{U} \) of (domain) elements, also called constants; and suppose a total order \(<\) over the domain elements. An atom is an expression \( p(t_1, \ldots, t_n) \), where \( p \) is a predicate of arity \( n \geq 0 \) and each \( t_i \) is either a variable or an element from \( \mathcal{U} \). An atom is ground if it is free of variables. \( B_\mathcal{U} \) denotes the set of all ground atoms over \( \mathcal{U} \).

A (disjunctive) rule \( r \) with \( n \geq 0, m \geq k \geq 0, n + m > 0 \) is of the form

\[
a_1 \lor \cdots \lor a_n \leftarrow b_1, \ldots, b_k, \ \text{not} \ b_{k+1}, \ldots, \text{not} \ b_m
\]

where \( a_1, \ldots, a_n, b_1, \ldots, b_m \) are atoms, and "not" stands for default negation. An atom \( a \) is a positive literal, while not \( a \) is a default negated literal. The head of \( r \) is the set \( H(r) = \{ a_1, \ldots, a_n \} \) and the body of \( r \) is \( B(r) = B^+(r) \cup B^-(r) \) with \( B^+(r) = \{ b_1, \ldots, b_k \} \) and \( B^-(r) = \{ b_{k+1}, \ldots, b_m \} \). A rule \( r \) is normal if \( n \leq 1 \) and a constraint if \( n = 0 \). A rule \( r \) is safe if each variable in \( r \) occurs in \( B^+(r) \). A rule \( r \) is ground if no variable occurs in \( r \). A fact is a ground rule without disjunction and with an empty body. An (input) database is a set of facts. A program is a finite set of disjunctive rules. For a program \( \pi \) and an input database \( D \), we often write \( \pi(D) \) instead of \( D \cup \pi \). If each rule in a program is normal (resp. ground), we call the program normal (resp. ground).

Besides disjunctive and normal program, we consider here the class of optimization programs, i.e. normal programs which additionally contain \#minimize statements

\[
\#\text{minimize}[l_1 = w_1 @ J_1, \ldots, l_k = w_k @ J_k] \tag{6.1}
\]

where \( l_i \) is a literal, \( w_i \) an integer weight and \( J_i \) an integer priority level.

For any program \( \pi \), let \( U_\pi \) be the set of all constants appearing in \( \pi \). \( Gr(\pi) \) is the set of rules \( r\pi \) obtained by applying, to each rule \( r \in \pi \), all possible substitutions \( \tau \) from the variables in \( r \) to elements of \( U_\pi \). An interpretation \( I \subseteq B_\mathcal{U} \) satisfies a ground rule \( r \) iff \( H(r) \cap I \neq \emptyset \) whenever \( B^+(r) \subseteq I \) and \( B^-(r) \cap I = \emptyset \). \( I \) satisfies a ground program \( \pi \), if each \( r \in \pi \) is satisfied by \( I \). A non-ground rule \( r \) (resp., a program \( \pi \)) is satisfied by an interpretation \( I \) iff \( I \) satisfies all groundings of \( r \) (resp., \( Gr(\pi) \)). \( I \subseteq B_\mathcal{U} \) is an answer set of \( \pi \) iff it is a subset-minimal set satisfying the Gelfond-Lifschitz reduct

\[
\pi^f = \{ H(r) \leftarrow B^+(r) | I \cap B^-(r) = \emptyset, r \in Gr(\pi) \}. \tag{6.2}
\]

For a program \( \pi \), we denote the set of its answer sets by \( A\pi(\pi) \). For semantics of optimization programs, we interpret the \#minimize statement w.r.t. subset-inclusion: For any sets \( X \)

\[
\#\text{minimize}[l_1 = w_1 @ J_1, \ldots, l_k = w_k @ J_k] \tag{6.1}
\]
and \( Y \) of atoms, we have \( Y \subseteq^w_J X \), if for any weighted literal \( l = w @ J \) occurring in (6.1), \( Y \models l \) implies \( X \models l \). Then, \( M \) is a collection of relations of the form \( \subseteq^w_J \) for priority levels \( J \) and weights \( w \). A standard answer set (i.e. not taking the minimize statements into account) \( Y \) of \( \pi \) dominates a standard answer set \( X \) w.r.t. \( M \) if there are a priority level \( J \) and a weight \( w \) such that \( X \subseteq^w_J Y \) does not hold for \( \subseteq^w_{J'} Y \in M \), while \( Y \subseteq^w_J X \) holds for all \( \subseteq^w_{J'} Y \in M \) where \( J' \geq J \). Finally a standard answer set \( X \) is an answer set of an optimization program \( \pi \) w.r.t. \( M \) if there is no standard answer set \( Y \) that dominates \( X \) w.r.t. \( M \).

Credulous and skeptical reasoning in terms of programs is defined as follows. Given a program \( \pi \) and a set of ground atoms \( A \). Then, we write \( \pi \models_c A \) (credulous reasoning), if \( A \) is contained in some answer set of \( \pi \); we write \( \pi \models_s A \) (skeptical reasoning), if \( A \) is contained in each answer set of \( \pi \).

We briefly recall some complexity results for disjunctive logic programs. In fact, since we will deal with fixed programs we focus on results for data complexity. Depending on the concrete definition of \( \models \), we give the complexity results in Table 6.11 (cf. [19] and the references therein). We note here, that even normal programs together with the optimization technique have a worst case complexity of \( \Sigma^P_2 \) (resp. \( \Pi^P_2 \)). Inspecting Table 2 one can see which kind of encoding is appropriate for an argumentation semantics.

### 6.1.2 Representing AFs in ASP

Here we first show how to represent AFs in ASP, and we give two programs which we need later on in this section. The first one \( \pi_{of} \) opens the search space for our solutions via two guessing rules and eliminates all guesses which are not conflict-free. The second program \( \pi_{cf} \) defines an order over the domain elements.

All our programs are fixed which means that the only translation required, is to give an AF \( F \) as input database \( \hat{F} \) to the program \( \pi_{\sigma} \) for a semantics \( \sigma \). In fact, for an AF \( F = (A, R) \), we define \( \hat{F} \) as

\[
\hat{F} = \{ \text{arg}(a) \mid a \in A \} \cup \{ \text{att}(a, b) \mid (a, b) \in R \}.
\]

In what follows, we use unary predicates \( \text{in}/1 \) and \( \text{out}/1 \) to perform a guess for a set \( S \subseteq A \), where \( \text{in}(a) \) represents that \( a \in S \) (resp. \( \text{out}(a) \) for \( a \notin S \)). The following notion of correspondence is relevant for our purposes.

**Definition 6.1**

Let \( S \subseteq 2^U \) be a collection of sets of domain elements and let \( I \subseteq 2^{B_U} \) be a collection of sets of ground atoms. We say that \( S \) and \( I \) correspond to each other, in symbols \( S \cong I \), iff

(i) for each \( S \in S \), there exists an \( I \in I \), such that \( \{ a \mid \text{in}(a) \in I \} = S \);

(ii) for each \( I \in I \), it holds that \( \{ a \mid \text{in}(a) \in I \} \in S \); and

(iii) \( |S| = |I| \).
Let $F = (A, R)$ be an AF. The following program fragment guesses, when augmented by $\hat{F}$, any subset $S \subseteq A$ and then checks whether the guess is conflict-free in $F$:

$$\pi_{cf} = \{ \text{in}(X) \leftarrow \text{not out}(X), \text{arg}(X);$$
$$\text{out}(X) \leftarrow \text{not in}(X), \text{arg}(X);$$
$$\leftarrow \text{in}(X), \text{in}(Y), \text{att}(X, Y) \}.$$ 

**Proposition 6.2 ([40])**

For any AF $F$, $cf(F) \cong AS(\pi_{cf}(\hat{F}))$.

For ASP encodings, it is sometimes required or desired to avoid the use of negation. This might either be the case for the saturation technique or if a simple program can be solved without a Guess&Check approach. Then, encodings typically rely on a form of loops where all domain elements are visited and it is checked whether a desired property holds for all elements visited so far. We will use this technique for saturation-based encoding but also for the computation of the instance $[[F - \Delta_{F,S}]]$ for stage 2 semantics.

For this purpose, an order $<$ over the domain elements (usually provided by common ASP solvers) is used together with helper predicates defined in program $\pi_<$ below; in fact, predicates $\text{inf}/1, \text{succ}/2$ and $\text{sup}/1$ denote infimum, successor and supremum of the order $<$.

$$\pi_<= \{ \text{lt}(X, Y) \leftarrow \text{arg}(X), \text{arg}(Y), X < Y;$$
$$\text{nsucc}(X, Z) \leftarrow \text{lt}(X, Y), \text{lt}(Y, Z);$$
$$\text{succ}(X, Y) \leftarrow \text{lt}(X, Y), \text{not nsucc}(X, Y);$$
$$\text{nin}(Y) \leftarrow \text{lt}(X, Y);$$
$$\text{inf}(X) \leftarrow \text{arg}(X), \text{not ninf}(X);$$
$$\text{nsup}(X) \leftarrow \text{lt}(X, Y);$$
$$\text{sup}(X) \leftarrow \text{arg}(X), \text{not nsup}(X) \}.$$ 

### 6.2 ASP-Encodings for stage 2 Semantics

Here we concentrate on implementing the stage 2 semantics in ASP. We provide a fixed program which, augmented with an input database representing a given AF $F$, has its answer sets in a one-to-one correspondence to the stage 2 extensions of $F$. In particular, the program computes stage 2 extensions along the lines of Proposition 3.2. The modularity of ASP allows us to split the program into several modules, where we also make use of the two program modules $\pi_{cf}$ and $\pi_<$ introduced above. Then, the program implements the following steps, given an AF $F = (A, R)$:

1. **Guess** the conflict-free sets $S \subseteq A$ of $F$.
2. For each $S$, compute the set $\Delta_{F,S}$.
3. For each $S$, derive the instance $[[F - \Delta_{F,S}]]$.
4. **Check** whether $S \in \text{stg}([[F - \Delta_{F,S}]]).$

Steps 1 – 3 are the same as for the computation of $cf_2$ extensions introduced in [45]. For the sake of completeness we recall these steps here. For Step 4 we will use two different ways of computing stage extensions, namely the saturation encodings and the metasp encodings which have both been introduced for stage semantics in [30].
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Step 1 is computed by $\pi_{cf}$, thus we go directly to Step 2. In the module $\pi_{\text{reach}}$ we use the predicates $\text{inf}(\cdot)$, $\text{succ}(\cdot, \cdot)$ and $\text{sup}(\cdot)$ from the module $\pi_{\prec}$ to iterate over the operator $\Delta_{F,S}(\cdot)$. Given $F = (A, R)$, by definition of $\Delta_{F,S}$ it is sufficient to compute at most $|A|$ such iterations to reach the fixed-point. Let us now present the module and then explain its behavior in more detail.

\[
\pi_{\text{reach}} = \{ \arg\text{set}(N, X) \leftarrow \arg(X), \text{inf}(N); \]
\[
\text{reach}(N, X, Y) \leftarrow \arg\text{set}(N, X), \arg\text{set}(N, Y), \text{att}(X, Y); \]
\[
\text{reach}(N, X, Y) \leftarrow \arg\text{set}(N, X), \text{att}(X, Z), \text{reach}(N, Z, Y); \]
\[
d(N, X) \leftarrow \arg\text{set}(N, Y), \arg\text{set}(N, X), \text{in}(Y), \text{att}(Y, X),
\]
\[
\text{not reach}(N, X, Y); \]
\[
\arg\text{set}(M, X) \leftarrow \arg\text{set}(N, X), \text{not d}(N, X), \text{succ}(N, M) \}. \]  

Rule (6.2) first copies all arguments into a set indexed by the infimum which initiates the computation. The remaining rules are applicable to arbitrary indices, whereby rule (6.6) copies (a subset of the) arguments from the currently computed set into the “next” set using the successor function $\text{succ}(\cdot, \cdot)$. This guarantees a step-by-step computation of $\arg\text{set}(i, \cdot)$ by incrementing the index $i$. The functioning of rules (6.3)–(6.6) is as follows. Rules (6.3) and (6.4) compute a predicate $\text{reach}(n, x, y)$ indicating that there is a path from argument $x$ to argument $y$ in the given framework restricted to the arguments of the current set $n$. In rule (6.5), $\text{d}(n, x)$ is obtained for all arguments $x$ which are component-defeated by $S$ in this restricted framework. In other words, if $n$ is the $i$-th argument in the order $<$, $\text{d}(n, x)$ carries exactly those arguments $x$ which are contained in $\Delta_{F,S}$. Finally, rule (6.6) copies arguments from the current set which are not component-defeated to the successor set.

Next, we derive the instance $[[F - \Delta_{F,S}]]$ with the module $\pi_{\text{inst}}$. As already outlined above, if the supremum $m$ is reached in $\pi_{\text{reach}}$, we are guaranteed that the derived atoms $\arg\text{set}(m, x)$ characterize exactly those arguments $x$ from the given AF $F$ which are not contained in $\Delta_{F,S}$. It is thus now relatively easy to obtain the instance $[[F - \Delta_{F,S}]]$ which is done below via predicates $\arg\text{new}(\cdot)$ and $\text{att\_new}(\cdot, \cdot)$.

\[
\pi_{\text{inst}} = \{ \arg\text{new}(X) \leftarrow \arg\text{set}(M, X), \text{sup}(M); \]
\[
\text{att\_new}(X, Y) \leftarrow \arg\text{new}(X), \arg\text{new}(Y), \text{att}(X, Y),
\]
\[
\text{reach}(M, Y, X), \text{sup}(M) \}. \]

In the following we give the two different ways of how to encode the checking part. We start with the saturation encodings for stage2.

6.2.1 Saturation Encodings for stage2 Semantics

The saturation technique as introduced by Eiter and Gottlob in [41] allows for encodings which solve associated problems located on the second level of the polynomial hierarchy. This technique was already used to encode the preferred and semi-stable semantics in [40] and the stage semantics in [30]. While with default negation, one is capable to formulate an exclusive guess, disjunction can be employed for the saturation technique, which allows for representing even more complex problems. The term “saturation” indicates that all atoms which are subject to a guess can also be jointly contained in an interpretation. To saturate a guess, it is however necessary that the checking part of a program interacts with the guessing part.
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To implement Step 4, for any $F = (A, R)$ and $S \in \text{cf}(F)$, check whether $S \in \text{stg}(F')$ with $F' = [F - \Delta_F, S]$, we need to check whether no $T \in \text{cf}(F')$ with $S_{R'}^+ \subseteq T_{R'}^+$ exists. Therefore we have to guess an arbitrary set $T$ and saturate if either

(i) $T$ is not conflict-free in $F'$, or
(ii) $S_{R'}^+ \not\subseteq T_{R'}^+$.

Let $F = (A, R)$, the following module computes for a guessed set $S \subseteq A$ the range $S_{R'}^+$ of $S$, in $F' = [F - \Delta_F, S]$.

$$
\pi_{\text{range}} = \{ \text{in\_range}(X) \leftarrow \text{in}(X) ; \\
\text{in\_range}(X) \leftarrow \text{in}(Y), \text{att\_new}(Y, X) ; \\
\text{not\_in\_range}(X) \leftarrow \text{arg\_new}(X), \text{not\_in\_range}(X) \}.
$$

In the next module we make a second guess for the set $T$. Then, in/1 holds the current guess for $S$ and inN/1 holds the current guess for $T$.

$$
\pi_{\text{substage}} = \{ \text{inN}(X) \lor \text{outN}(X) \leftarrow \text{arg\_new}(X) ; \\
\text{fail} \leftarrow \text{inN}(X), \text{inN}(Y), \text{att\_new}(X, Y) ; \\
\text{fail} \leftarrow \text{eqplus} ; \\
\text{fail} \leftarrow \text{in\_range}(X), \text{not\_in\_rangeN}(X) ; \\
\text{inN}(X) \leftarrow \text{fail}, \text{arg\_new}(X) ; \\
\text{outN}(X) \leftarrow \text{fail}, \text{arg\_new}(X) ; \\
\text{not fail} \}.
$$

More specifically:

- In rule (6.7) we use disjunction for the guess. This is essential for the saturation technique because it allows for an argument $a$ to have both inN($a$) and outN($a$) in the same answer set which is not possible for the predicates in/1 and out/1 from module $\pi_{\text{cf}}$.
- Rule (6.8) checks requirement (i), so if the set $T$ is not conflict-free in $F'$ we derive fail.
- Rule (6.9) fires in case $S_{R'}^+ = T_{R'}^+$ (indicated by predicate eqplus/0 described below).
- Rule (6.10) fires if there exists an $a \in S_{R'}^+$ such that $a \not\in T_{R'}^+$ (here we use predicate in\_range/1 from above and predicate not\_in\_rangeN/1 which we also present below). As is easily checked one of the last two conditions holds exactly if (ii) holds.
- Next, the rules (6.11) and (6.12) saturate if fail was derived. This means that we derive for each $a \in A$ both inN($a$) and outN($a$) and therefore blow up the answer sets.
- Finally, the constraint (6.13) rules out all guesses which do not contain fail.

To sum up, exactly those sets $S$ survive where there is no $T$ which is both conflict-free (in $F'$) and has a bigger range than $S$ (in $F'$).

Next, in the module $\pi_{\text{rangeN}}$ we compute the predicate not\_in\_rangeN/1 via undef\_upto/2. To compute the predicate undef\_upto(i, a) which states that the argument $a$ is undefeated (in $F'$) up to the $i$-th argument, we use new predicates for the order over the arguments in the instance $F'$ as given below in the module $\pi_{<'}$. This is important as there might be less arguments in $F'$ than in $F$, so that the infimum, supremum and successor may have changed. Then, if an argument $a$ is undefeated up to the supremum (in $F'$), we derive
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not in rangeN(a). Furthermore we compute the predicate in rangeN/1 which gives us the range $T^+_{It'}$ for the arguments in the second guess.

$$\pi_{\text{range}N} = \{ \text{undef}_\text{upto}(N, X) \leftrightarrow \text{inf}(N), \text{out}(X), \text{out}(N);$$
$$\text{undef}_\text{upto}(N, X) \leftrightarrow \text{inf}(N), \text{out}(X), \text{not att}_\text{new}(N, X);$$
$$\text{undef}_\text{upto}(N, X) \leftrightarrow \text{succ}(Z, N), \text{undef}_\text{upto}(Z, X), \text{out}(N);$$
$$\text{undef}_\text{upto}(N, X) \leftrightarrow \text{succ}(Z, N), \text{undef}_\text{upto}(Z, X), \text{not att}_\text{new}(N, X);$$
$$\text{not in range}(X) \leftrightarrow \text{sup}(M), \text{out}(X), \text{undef}_\text{upto}(M, X);$$
$$\text{in range}(X) \leftrightarrow \text{in}(X);$$
$$\text{in range}(X) \leftrightarrow \text{out}(X), \text{in}(Y), \text{att}_\text{new}(Y, X) \}.$$}

$\pi_{<}$ is defined as the order over the arguments contained in the instance $[[F - \Delta_{F,S}]]$.

$$\pi_{<} = \{ \text{lt}(N, X, Y) \leftrightarrow \text{arg}_\text{new}(X), \text{arg}_\text{new}(Y), X < Y;$$
$$\text{nsucc}(N, Z) \leftrightarrow \text{lt}(N, X, Y), \text{lt}(Y, Z);$$
$$\text{succ}(N, Y) \leftrightarrow \text{lt}(N, X, Y), \text{not nsucc}(N, Y);$$
$$\text{nin}(Y) \leftrightarrow \text{lt}(N, X, Y);$$
$$\text{inf}(N) \leftrightarrow \text{arg}(X), \text{not nin}(N);$$
$$\text{nsup}(N) \leftrightarrow \text{lt}(N, X, Y);$$
$$\text{sup}(N) \leftrightarrow \text{arg}_\text{new}(X), \text{not nsup}(N) \}.$$}

In the module $\pi_{eq}^+$ we obtain eqplus, if the range from the first guess $S$ and the second guess $T$ is equal (in $F'$), i.e. if $S_{It'}^+ = T_{It'}^+$. This is done via the predicate eqplus_upto/1.

$$\pi_{eq}^+ = \{ \text{eqplus}_\text{upto}(X) \leftrightarrow \text{inf}(N, X), \text{in range}(X), \text{in range}(N(X));$$
$$\text{eqplus}_\text{upto}(X) \leftrightarrow \text{inf}(N, X), \text{not in range}(X), \text{not in range}(N(X));$$
$$\text{eqplus}_\text{upto}(X) \leftrightarrow \text{succ}(Z, X), \text{in range}(X), \text{in range}(N(X), \text{eqplus}_\text{upto}(Z));$$
$$\text{eqplus}_\text{upto}(X) \leftrightarrow \text{succ}(Y, X), \text{not in range}(X), \text{not in range}(N(X), \text{eqplus}_\text{upto}(Y));$$
$$\text{eqplus} \leftrightarrow \text{sup}(N, X), \text{eqplus}_\text{upto}(X) \}.$$}

Finally, we put everything together and obtain the encodings for $\text{stage2}$ semantics:

$$\pi_{\text{stage}2} = \pi_{cf} \cup \pi_{<} \cup \pi_{\text{reach}} \cup \pi_{\text{inst}} \cup \pi_{\text{range}} \cup \pi_{<} \cup \pi_{\text{range}N} \cup \pi_{eq}^+ \cup \pi_{\text{satsstage}}.$$}

The following result gives the link between the $\text{stage2}$ extensions of an AF $F$ and the answer sets of the program $\pi_{\text{stage}2}$ with the input $F^8$.  

**Proposition 6.3**: For any AF $F$, $\text{stage2}(F) \cong \text{AS}(\pi_{\text{stage}2}(\hat{F}))$.

As one can see saturation encodings are quite complicated and normally one needs an ASP expert to design them. As many interesting problems require some kind of meta-reasoning, Gebser and Schaub designed the metasp optimization front end for gringo/claspD [49], which also allows for ASP beginners to encode problems which are on the second level of the polynomial hierarchy. In the next subsection we will explain how one can simplify the encodings of $\text{stage2}$ semantics using metasp.

---

8We omit the proof of Proposition 6.3 as it would require to introduce several further concepts which are not relevant for the content of this article. For the interested reader we refer to [40] which contains proofs of similar ASP encodings for other argumentation semantics.
6.2.2 \textit{metasp} Encodings for \textit{stage2} Semantics

In [30] the \textit{metasp} approach has been used to simplify the encodings for preferred, semi-stable, stage and resolution-based grounded semantics. Here we picture this novel method by means of \textit{stage2} semantics. In particular we present the simplified encodings for \textit{stage2} semantics with the aid of the \#\textit{minimize} statement which are then evaluated with the subset-minimization semantics provided by \textit{metasp}. For our encodings we do not need prioritization and weights, therefore these are omitted (i.e. set to default) in the minimization statements. The minimization technique is realized through meta programming techniques, which themselves are answer set programs. This works as follows.

- The ASP encodings to solve are given to the grounder \textit{gringo} which reifies the programs, i.e. outputs ground programs consisting of facts, which represent the rules and facts of the original input encodings.
- The grounder is then again executed on this output together with the meta programs which encode the optimization.
- Finally, \textit{claspD} computes the answer sets.

Note that here we use the version of \textit{clasp} which supports disjunctive rules. Therefore for a program $\pi$ and an AF $F$ we have the following execution.

\begin{verbatim}
gringo --reify $\pi(\hat{F})$ \ |
  gringo - \{meta.lp,metaO.lp,metaD.lp\} \ |
  <(echo `optimize(1,1,incl).') | claspD 0
\end{verbatim}

Here, \textit{meta.lp}, \textit{metaO.lp} and \textit{metaD.lp} are the encodings for the minimization statement\textsuperscript{9}. The statement \textit{optimize(incl,1,1)} indicates that we use subset inclusion for the optimization technique using priority and weight 1.

Now the program for \textit{stage2} semantics uses the modules $\pi_{cf}$, $\pi_{<}$, $\pi_{reach}$ and $\pi_{inst}$ to compute for each guess the instance $[[F - \Delta F,S]]$. For the check if the guessed set $S$ is a stage extension of the instance, we first compute the predicate not\_in\_range\_N/1 via \textit{undef\_upto}/2 in the slightly modified module $\pi_{range\_N'}$.

\begin{verbatim}
\pi_{range\_N'} = \{ undef\_upto(N,X) \leftarrow \text{inf}(N),\text{out}(X),\text{out}(N);
  undef\_upto(N,X) \leftarrow \text{inf}(N),\text{out}(X),\text{not att\_new}(N,X);
  undef\_upto(N,X) \leftarrow \text{succ}(Z,N),\text{undef\_upto}(Z,X),\text{out}(N);
  undef\_upto(N,X) \leftarrow \text{succ}(Z,N),\text{undef\_upto}(Z,X),\text{not att\_new}(N,X);
  not\_in\_range\_N(X) \leftarrow \text{sup}(M),\text{out}(X),\text{undef\_upto}(M,X) \}.
\end{verbatim}

Then, we check if $S$ is a naive extension of the instance in the module $\pi_{check\_naive}$.

\begin{verbatim}
\pi_{check\_naive} = \{ conflicting(X) \leftarrow \text{att\_new}(Y,X),\text{out}(X),\text{in}(Y);
  conflicting(X) \leftarrow \text{att\_new}(Y,X),\text{out}(X),\text{in}(Y);
  conflicting(X) \leftarrow \text{att\_new}(X,X);
  not\_conflicting(X) \leftarrow \text{not in\_range\_N}(X),\text{arg\_new}(X) \}.
\end{verbatim}

\textsuperscript{9}available at: http://www.cs.uni-potsdam.de/wv/metasp/
We put everything together including the minimize statement for \( \text{not in range} \).

\[
\pi_{\text{stage2 metasp}} = \pi_{\text{cf}} \cup \pi_{<} \cup \pi_{\text{reach}} \cup \pi_{\text{inst}} \cup \pi_{\text{check naive}} \cup \pi_{\text{range}N'} \cup \{\#\text{minimize[not in range]}\}.
\]

Finally we obtain the following result.

**Proposition 6.4**

For any AF \( F \), \( \text{stage2}(F) \cong A\text{S}(\pi_{\text{stage2 metasp}}(\hat{F})) \).

Performance tests comparing the saturation encodings with the \text{metasp} encodings on different random instances showed that the use of this optimization front-end not only makes the encodings simpler but also faster. Especially in the case of stage semantics the runtime differences are in evidence. A detailed representation of the experimental evaluation can be found in [30].

### 6.3 Labeling-based Algorithms

Labeling-based algorithms build on top of alternative characterizations for argumentation semantics using certain labeling functions, assigning labels to arguments. While extension-based semantics just distinguish whether an argument is in the extensions or not, the labeling-based approach allows for a more fine-grained classification of the justification status of an argument, probably the most prominent variant being the 3-valued labelings due to Caminada and Gabbay [16]. These labelings label each argument either with \( \text{in} \), \( \text{out} \) or \( \text{undec} \), with the intended meaning that they are either accepted, rejected or one has not decided whether to accept or to reject the argument. There are characterizations in terms of labelings for nearly all prominent semantics, for an overview we refer to [2], where also a labeling for \( \text{cf2} \) semantics is included. However, we present here a slightly different notion of \( \text{cf2} \) labelings, which better suites our purposes, as well as labeling-based characterization of \( \text{stage2} \) semantics. On top of these we provide labeling based algorithms for \( \text{cf2} \) and \( \text{stage2} \) semantics, which are complexity sensitive in the sense that they reflect some results from Section 5.

#### 6.3.1 Labelings

Here we present labeling-based characterizations of argumentation semantics which we will exploit in the subsequent algorithms. As we use labelings solely for algorithmic issues we use a 4-valued labelings extending the 3-valued labelings of [16] by the label \( \text{out}_\Delta \).

**Definition 6.5**

Let \( F = (A,R) \) be an AF. A labeling is a total function \( L : A \rightarrow \{\text{in}, \text{out}, \text{out}_\Delta, \text{undec}\} \).

Then, a labeling can be denoted as a tuple \( L = (L_{\text{in}}, L_{\text{out}}, L_{\text{out}_\Delta}, L_{\text{undec}}) \), where \( L_l = \{a \in A \mid L(a) = l\} \). Following [2] conflict-free and stage labelings are given as follows.

**Definition 6.6**

Let \( F = (A,R) \) be an AF. Then, \( L \) is a conflict-free labeling of \( F \), i.e. \( L \in \text{cf}_L(F) \), iff

- for all \( a \in L_{\text{in}} \) there is no \( b \in L_{\text{in}} \) such that \((a,b) \in R\),
- for all \( a \in L_{\text{out}} \) there exists a \( b \in L_{\text{in}} \) such that \((b,a) \in R\), and
- \( L_{\text{out}_\Delta} = \emptyset \).
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Then, $\mathcal{L}$ is a naive labeling of $F$, i.e. $\mathcal{L} \in naive_{\mathcal{L}}(F)$, iff $\mathcal{L} \in cf_{\mathcal{L}}(F)$ and there is no $\mathcal{L}' \in cf_{\mathcal{L}}(F)$ with either $\mathcal{L}_{in} \subset \mathcal{L}'_{in}$ or $\mathcal{L}_{out} \subset \mathcal{L}'_{out}$. Finally, $\mathcal{L}$ is a stage labeling of $F$, i.e. $\mathcal{L} \in stg_{\mathcal{L}}(F)$, iff $\mathcal{L} \in cf_{\mathcal{L}}(F)$ and there is no $\mathcal{L}' \in cf_{\mathcal{L}}(F)$ with $\mathcal{L}'_{undec} \subset \mathcal{L}_{undec}$.

We are now prepared to define $cf_{\mathcal{L}}$ and stage$\mathcal{L}$ labelings, where an argument is labeled out$\Delta$ iff it is attacked by an argument labeled in$\Delta$.

**Definition 6.7**

Let $F = (A, R)$ be an AF. Then, $\mathcal{L}$ is a $cf_{\mathcal{L}}$ labeling of $F$, i.e. $\mathcal{L} \in cf_{\mathcal{L}}(F)$, iff

- $\mathcal{L} \in naive_{\mathcal{L}}(F)$, in case $|SCCs(F)| = 1$.
- otherwise, $\forall C \in SCCs(F), \mathcal{L}|_{C \setminus D_F(\mathcal{L}_{in})} \in cf_{\mathcal{L}}(F \setminus D_F(\mathcal{L}_{in}))$, and $D_F(\mathcal{L}_{in}) = \mathcal{L}_{out\Delta}$.

It is easy to see that there is a one-to-one mapping between $cf_{\mathcal{L}}$ extensions and labelings, s.t. each extension $S$ corresponds to a labeling $\mathcal{L}$ with $\mathcal{L}_{in} = S$ and $\mathcal{L}_{out\Delta} = \Delta_{F,S}$.

From the alternative characterization for $cf_{\mathcal{L}}$-extensions we obtain the following characterization for $cf_{\mathcal{L}}$-labelings $\mathcal{L} \in cf_{\mathcal{L}}(F)$, iff $(\mathcal{L}_{in}, \mathcal{L}_{out}, \mathcal{L}_{undec}, \emptyset, \mathcal{L}_{undec}) \in naive_{\mathcal{L}}(F)$, $(\mathcal{L}_{in}, \mathcal{L}_{out}, \emptyset, \mathcal{L}_{undec}) \in naive_{\mathcal{L}}([\Delta_F, \Delta_{F,S}])$, and $\Delta_{F,S} = \mathcal{L}_{out\Delta}$.

The labeling based definition of stage$\mathcal{L}$ semantics is in a similar fashion.

**Definition 6.8**

Let $F = (A, R)$ be an AF. Then, $\mathcal{L}$ is a stage$\mathcal{L}$ labeling of $F$, i.e. $\mathcal{L} \in stage_{\mathcal{L}}(F)$, iff

- $\mathcal{L} \in stg_{\mathcal{L}}(F)$, in case $|SCCs(F)| = 1$.
- otherwise, $\forall C \in SCCs(F), \mathcal{L}|_{C \setminus D_F(\mathcal{L}_{in})} \in stage_{\mathcal{L}}(F \setminus D_F(\mathcal{L}_{in}))$, and $D_F(\mathcal{L}_{in}) = \mathcal{L}_{out\Delta}$.

Again there is a one-to-one mapping between stage$\mathcal{L}$ extensions and labelings, and each extension $S$ corresponds to a labeling $\mathcal{L}$ with $\mathcal{L}_{in} = S$ and $\mathcal{L}_{out\Delta} = \Delta_{F,S}$.

Using the characterization from Proposition 3.2 we also obtain that $\mathcal{L} \in stage_{\mathcal{L}}(F)$, iff $(\mathcal{L}_{in}, \mathcal{L}_{out}, \mathcal{L}_{out\Delta}, \emptyset, \mathcal{L}_{undec}) \in naive_{\mathcal{L}}(F)$, $(\mathcal{L}_{in}, \mathcal{L}_{out}, \emptyset, \mathcal{L}_{undec}) \in stg_{\mathcal{L}}([\Delta_F, \Delta_{F,S}])$, and $\Delta_{F,S} = \mathcal{L}_{out\Delta}$.

Finally, we have $stage_{\mathcal{L}}(F) \subseteq cf_{\mathcal{L}}(F)$ for every AF $F$.

### 6.3.2 Labeling Algorithm for $cf_{\mathcal{L}}$

The basic idea of labeling-based algorithms is to iterate over the possible labeling functions and test them for being, in our case, $cf_{\mathcal{L}}$-labelings. Of course, one does not want to consider all labelings, hence one tries to reduce the search space. In labeling-based algorithms this is done by using the fact as soon a label for one argument is fixed, this has immediate implications for the possible labels of the arguments in the neighborhood. The following proposition identifies two such rules to propagate already computed labels.

**Proposition 6.9**

For AF $F = (A, R)$ and labeling $\mathcal{L} = (\mathcal{L}_{in}, \mathcal{L}_{out}, \mathcal{L}_{out\Delta}, \mathcal{L}_{undec}) \in cf_{\mathcal{L}}(F)$. Let $a \in A$, then $att(a) = \{ b \in A \mid (b, a) \in R \}$ denotes all attackers of $a$.

1. For every $a \in A$: if $att(a) \subseteq \mathcal{L}_{out\Delta}$ and $(a, a) \notin R$ then $a \notin \mathcal{L}_{in}$.
2. For every $a \in A$: if $\exists b \in \mathcal{L}_{in}, O \subseteq \mathcal{L}_{out\Delta} : (b, a) \in R \Rightarrow b$ then $a \in \mathcal{L}_{out\Delta}$.
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PROOF: (1) By definition \( a \in \mathcal{L}_{\text{out}} \) implies \( a \in \Delta_{F,\mathcal{L}} \). If all attackers of \( a \) are in \( \Delta_{F,\mathcal{L}} \) we get that \{\( a \)\} is an isolated argument in \([F - \Delta_{F,\mathcal{L}}]\). Now, as \( \mathcal{L} \in \text{naive}([F - \Delta_{F,\mathcal{L}}]) \) and \((a, a) \notin R\) we finally get \( a \in \mathcal{L}_{\text{in}} \).

(2) Using \( \exists b \in \mathcal{L}_{\text{in}}, O \subseteq \mathcal{L}_{\text{out}} : (b, a) \in R \land a \notin F \) and \( O \subseteq \mathcal{L}_{\text{out}} = \Delta_{F,\mathcal{L}} \), we obtain that \( \exists b \in \mathcal{L}_{\text{in}} : (b, a) \in R \land a \notin F \). As \( \Delta_{F,\mathcal{L}} \) is a fixed-point we obtain that \( a \in \Delta_{F,\mathcal{L}} \) and thus also \( a \in \mathcal{L}_{\text{out}} \).

We exploit these rules in Algorithm 1 for computing \( \text{cf}^2 \) extensions.

**Algorithm 1** \( \text{cf}^2_{\mathcal{L}}(F, \mathcal{L}) \)

**Require:** \( AF F = (A, R) \), labeling \( \mathcal{L} = (\mathcal{L}_{\text{in}}, \mathcal{L}_{\text{out}}, \mathcal{L}_{\text{out}} \Delta, \mathcal{L}_{\text{undec}}) \);

**Ensure:** Return all \( \text{cf}^2 \) labelings of \( F \).

1. \( X = \{ a \in \mathcal{L}_{\text{undec}} | \text{att}(a) \subseteq \mathcal{L}_{\text{out}} \} \);
2. \( Y = \{ a \in \mathcal{L}_{\text{undec}} | \exists b \in \mathcal{L}_{\text{in}}, (b, a) \in R, a \notin F \} \);
3. while \( (X \cup Y) \neq \emptyset \) do
   4. \( \mathcal{L}_{\text{in}} = \mathcal{L}_{\text{in}} \cup X, \mathcal{L}_{\text{out}} = \mathcal{L}_{\text{out}} \cup Y, \mathcal{L}_{\text{undec}} = \mathcal{L}_{\text{undec}} \setminus (X \cup Y) \);
   5. update \( X \) and \( Y \);
4. end while
6. \( B = \{ a \in \mathcal{L}_{\text{undec}} | \mathcal{L}_{\text{in}} \cup \{ a \} \in \text{cf}^2(F) \} \);
7. if \( B \neq \emptyset \) then
   8. \( C = \{ a \in B | \exists b \in B : b \Rightarrow a \notin F \} \);
9. \( \mathcal{E} = \emptyset \);
10. for all \( \mathcal{L}' \in \text{naive}_{\mathcal{L}}(F|C) \) do
11. \( \mathcal{L}_{\text{in}} = \mathcal{L}_{\text{in}} \cup \mathcal{L}_{\text{in}}, \mathcal{L}_{\text{out}} = \mathcal{L}_{\text{out}} \cup \mathcal{L}_{\text{out}} \Delta, \mathcal{L}_{\text{undec}} = \mathcal{L}_{\text{undec}} \setminus (\mathcal{L}_{\text{in}} \cup \mathcal{L}_{\text{out}}) \);
12. \( \mathcal{E} = \mathcal{E} \cup \text{cf}^2_{\mathcal{L}}(F, \mathcal{L}) \);
13. end for
14. return \( \mathcal{E} \);
15. else
16. return \( \{(\mathcal{L}_{\text{in}}, \mathcal{L}_{\text{out}}, \mathcal{L}_{\text{out}} \Delta, \mathcal{L}_{\text{undec}})\} \);
17. end if

To compute all \( \text{cf}^2 \) labelings of an AF \( F \) the function \( \text{stage}^2_{\mathcal{L}}(F, \mathcal{L}) \) is called with the labeling \( \mathcal{L} = (\emptyset, \emptyset, \emptyset, A) \).

Algorithm 1 requires as input an AF \( F = (A, R) \) and a labeling \( \mathcal{L} = (\mathcal{L}_{\text{in}}, \mathcal{L}_{\text{out}}, \mathcal{L}_{\text{out}} \Delta, \mathcal{L}_{\text{undec}}) \). To compute all \( \text{cf}^2 \) labelings of an AF \( F \) we start \( \text{cf}^2_{\mathcal{L}}(F, \mathcal{L}) \) with the initial labeling \( \mathcal{L} = (\emptyset, \emptyset, \emptyset, A) \). So the algorithm starts with all arguments labeled \text{undec} and will eventually change such labels to either \text{in}, \text{out} or \text{out} \Delta, but other labels are never changed by the algorithm.

The procedure first computes the labels which can be directly propagated according to Proposition 6.9. At the beginning, the two sets \( X \) and \( Y \) are computed (Lines 1-2). Where \( X \) identifies those arguments in \( \mathcal{L}_{\text{undec}} \) which can directly be labeled with \text{in}, and \( Y \) identifies those arguments in \( \mathcal{L}_{\text{undec}} \) which can directly be labeled with \text{out} \Delta according to Proposition 6.9. Then in the while loop (Lines 3-6) we first update the labeling according to the sets \( X, Y \) and then compute anew the sets \( X, Y \) for the updated labeling. We repeat this till a fixed-point is reached, i.e. there are no further labels that can be computed using the rules from Proposition 6.9.
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Second, we test whether there are still arguments which can be added to \( L_{in} \) (Line 7-8) and identify them in the set \( B \), these are precisely the arguments in \( L_{undec} \) which are not in conflict with \( L_{in} \). If there are still such arguments, the set \( C \) identifies the next SCCs to be labeled, following the definition of cf2 these are the minimal SCCs, i.e. those SCCs which are not attacked by any argument from an other SCC in \( B \). Note here, \( C \) does not contain all arguments of an SCC, but all arguments which can be labeled \( in \). To be more precise, self-attacking arguments are omitted in \( C \). By definition each cf2-labeling must be a naive labeling of the sub-framework \( F|_C \). Thus in Line 11 a separated procedure identifies all naive labelings of the sub-framework \( F|_C \). For each naive labeling \( L' \) we update the actual labeling \( L \) with \( L' \) and call cf2\(_L\)(\( F, L \)) recursively. Notice, as all this naive labellings differ in at least one argument, this step is a branch between different cf2 extensions, and thus we never produce the same labeling twice.

**Example 6.10**
Consider the AF illustrated in Figure 28. We call cf2\(_L\)(\( F, L \)) with the initial labeling \( L = (\emptyset, \emptyset, \emptyset, A) \).

At the beginning we have \( X = \emptyset, Y = \emptyset, B = A \) and \( C = \{a, b, c\} \). We invoke the external procedure for computing the naive extensions of \( F|_C \) which return three naive labelings \( L_1 = (\{a\}, \{b\}, \emptyset, \{c\}) \), \( L_2 = (\{b\}, \{c\}, \emptyset, \{a\}) \) and \( L_3 = (\{c\}, \{a\}, \emptyset, \{b\}) \). For each of them the actual labeling is updated with \( L' \in naive_L(F|_C) \) and cf2\(_L\)(\( F, L \)) is called.

- For \( L_1 \) this looks as follows. We call cf2\(_L\)(\( F, L \)) with \( L = (\{a\}, \{b\}, \emptyset, A \setminus \{a, b\}) \).

  Then, \( X = \emptyset, Y = \emptyset, B = \{d, e, f, g, h, i\} \) and \( C = \{d\} \). As \( F|_C \) consists of the single argument \( d \), we can update the actual labeling to \((\{a, d\}, \{b\}, \emptyset, A \setminus \{a, d\})\) and call cf2\(_L\) again.

  - Now, \( X = \emptyset, Y = \{f\} \) and \( L_{out\Delta} = \{f\} \). Then, \( X = \{g\}, Y = \emptyset \) and \( L_{in} = \{a, d, g\} \). Next, \( X = \emptyset, Y = \emptyset \) and \( L_{out\Delta} = \{f, h\} \). Then, \( X = \{i\}, Y = \emptyset \) and \( L_{in} = \{a, d, g, h, i\} \). Thus we obtain \( B = C = \{e\} \) and we can update the labeling and return \((\{a, d, e, g, i\}, \{b\}, \{f, h\}, \{c\})\).

- For \( L_2 \) we call cf2\(_L\)(\( F, L \)) with \( L = (\{b\}, \{c\}, \emptyset, A \setminus \{b, c\}) \).

  Then, \( X = \emptyset, Y = \{d, e\} \) and \( L_{out\Delta} = \{d, e\} \). Next, \( B = C = \{f, g, h, i\} \) and as \( F|_C \) has two naive extensions we can return the two cf2 labelings \((\{b, f, h\}, \{c, g, i\}, \{d, e\}, \{a\})\) and \((\{b, g, i\}, \{c, f, h\}, \{d, e\}, \{a, c\})\).

- Finally for \( L_3 \) we call cf2\(_L\)(\( F, L \)) with \( L = (\{c\}, \{a\}, \emptyset, A \setminus \{a, c\}) \).

  Then, \( X = \emptyset, Y = \emptyset, B = \{d, e, f, g, h, i\} \) and \( C = \{d\} \). Here we have the same set \( B \) as in the step above for \( L_1 \), which leads us to the cf2 labeling \((\{c, d, e, g, i\}, \{a\}, \{f, h\}, \{b\})\).

\[\Box\]

Finally, notice that for acyclic AFs, the above algorithm will compute the cf2 labeling solely by applying the rules from Proposition 6.9. Hence, there are no recursive calls and thus the algorithm terminates in polynomial time. We cannot expect a similar behavior for the other tractable fragments from Section 5, i.e. symmetric and bipartite AFs, because these may propose an exponential number of extensions (the tractability for reasoning tasks was via some shortcut preventing us from computing all extensions).

### 6.3.3 Labeling Algorithm for stage2

In this section we adopt the algorithm presented before for stage2. We first discuss the necessary modifications resulting Algorithm 2 and then present an illustrative example.
First, as \( \text{stage2}_L(F) \subseteq \text{cf2}_L(F) \) we can use the propagation rules of Proposition 6.9, also for computing \( \text{stage2} \) labelings. Hence, we only make changes in the second part of the algorithm where we branch between the different extensions. For \( \text{stage2} \) semantics we have to consider self-attacking arguments in the AF \( F \mid D \) (Line 10 & 12), as they have an impact on the stage extension of a SCC (while they do not effect the naive extensions). Hence we compute the minimal SCCs including the self-attacking arguments and store them in the set \( D \). Second, instead of computing the naive labelings of \( F \mid C \) we have to compute the stage labelings of \( F \mid D \), a labeling-based procedure for this is presented in [14].

Algorithm 2 \( \text{stage2}_L(F,L) \)

**Require:** AF \( F = (A,R) \), labeling \( L = (L_{in}, L_{out}, L_{out\Delta}, L_{undec}) \);

**Ensure:** Return all \( \text{stage2} \) labelings of \( F \).

1. \( X = \{ a \in L_{undec} \mid \text{att}(a) \subseteq L_{out\Delta} \} \);
2. \( Y = \{ a \in L_{undec} \mid \exists b \in L_{in}, (b,a) \in R, a \not\Rightarrow_{F} A \setminus L_{out\Delta} b \} \);
3. while \( (X \cup Y) \neq \emptyset \) do
   4. \( L_{in} = L_{in} \cup X, L_{out} = L_{out} \cup Y, L_{undec} = L_{undec} \setminus (X \cup Y) \);
   5. update \( X \) and \( Y \);
4. end while
7. \( B = \{ a \in L_{undec} \mid L_{in} \cup \{ a \} \in \text{cf}(F) \} \);
8. if \( B \neq \emptyset \) then
   9. \( C = \{ a \in B \mid \exists b \in B : b \Rightarrow_{F} A \setminus L_{out\Delta} a, a \not\Rightarrow_{F} A \setminus L_{out\Delta} b \} \);
10. \( D = C \cup \{ a \in L_{undec} \mid \exists b \in C, a \Rightarrow_{F} A \setminus L_{out\Delta} b, b \Rightarrow_{F} A \setminus L_{out\Delta} a \} \);
11. \( E = \emptyset \);
12. for all \( L' \in \text{stg}_{L}(F \mid D) \) do
13. \( L_{in} = L_{in} \cup L'_{in}, L_{out} = L_{out} \cup L'_{out}, L_{undec} = L_{undec} \setminus (L'_{in} \cup L'_{out}) \);
14. \( E = E \cup \text{stage2}_{L}(F,L) \);
15. end for
16. return \( E \);
17. else
18. return \( \{ (L_{in}, L_{out}, L_{out\Delta}, L_{undec}) \} \);
19. end if

To compute all \( \text{stage2} \) labelings of an AF \( F \) the function \( \text{stage2}_L(F,L) \) is called with the labeling \( L = (\emptyset, \emptyset, \emptyset, A) \).

**Example 6.11**
We illustrate the behavior of Algorithm 2 on the AF \( F \) pictured in Figure 29. We start
To complete the inner loop we compute the restricted AF $\text{stage2}_L$ argument $\text{stg}$ into account. Next we call the external procedure to obtain all stage labelings of $\text{stg}(F \mid D)$ which gives us $L_1 = (\{a\}, \emptyset, \emptyset) \{c\}$ and $L_2 = (\{b\}, \{c\}, \emptyset, \{a\})$. Here we have the first branch where we update the actual labeling to the ones obtained from $\text{stg}(F \mid D)$.

- For $L_1$ we call $\text{stg2}_L(F, L)$ with the updated labeling $L = (\{a\}, \{b\}, \emptyset, A \setminus \{a, b\})$. This leads us to $X = \emptyset, Y = \emptyset$ and $B = C = D = \{d, e, f, g, h, i\}$. We call $\text{stg}_L(F \mid D)$ which returns $L_{1,1} = (\{e, g, i\}, \{d, f, h\}, \emptyset, \emptyset)$ and $L_{1,2} = (\{d, f, h\}, \emptyset, \emptyset)$ as the two stage labelings of $F \mid D$. We update the actual labeling with them and branch another time.

- For $L_{1,1}$ we call $\text{stg2}_L(F, L)$ with $L = (\{a, e, g, i\}, \{b, d, f, h\}, \emptyset, \{c, x\})$, where we have $X = \emptyset, Y = \emptyset$ and $B = \emptyset$. Thus, Algorithm 2 returns the stage2 labeling $(\{a, e, g, i\}, \{b, d, f, h\}, \emptyset, \{c, x\})$.

- For $L_{1,2}$ we call $\text{stg2}_L(F, L)$ with $L = (\{a, d, f, h\}, \emptyset, \{c, x\})$. Then, $X = \emptyset, Y = \{x\}$ and we obtain $L_{\text{out}}, \Delta = \{x\}$. As $B = \emptyset$ we return $(\{a, d, f, h\}, \emptyset, \{b, e, g, i\}, \{x\}, \{c\})$.

- For $L_2$ we call $\text{stg2}_L(F, L)$ with $L = (\{b\}, \{c\}, \emptyset, A \setminus \{b, c\})$. Then $X = \emptyset, Y = \{g\}$ and $L_{\text{out}}, \Delta = \{g\}$. Next, $X = \emptyset, Y = \emptyset$ and $L_{\text{in}} = \{b, h\}$. In the next iteration we have $X = \emptyset, Y = \{i\}$ and $L_{\text{out}} = \{g, i\}$ and then $X = \{d\}, Y = \emptyset$ and $L_{\text{in}} = \{b, d, h\}$. We continue with $X = \emptyset, Y = \{e, x\}$ and $L_{\text{out}} = \{e, g, i, x\}$ and $X = \{f\}, Y = \emptyset$ and $L_{\text{in}} = \{b, d, f, h\}$. Finally $X = \emptyset, Y = \emptyset$ and $B = \emptyset$ and the algorithm returns the last stage2 labeling of $F$, namely $(\{b, d, f, h\}, \{c\}, \{e, g, i, x\}, \{a\})$.

\[\Diamond\]

7 Discussion

In this paper we studied abstract argumentation semantics which treat odd- and even-length cycles in a similar fashion, i.e. semantics which are able to select arguments from odd-length cycles. We first highlighted shortcomings of the existing semantics $\text{cf2}$ and stage, and then,
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<table>
<thead>
<tr>
<th></th>
<th>stg</th>
<th>cf2</th>
<th>stage2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-max.</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reinst.</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Weak reinst.</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CF-reinst.</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Direct.</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Succinct.</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6. Properties of Naive-based Semantics.

to overcome these shortcomings, we proposed to use the SCC-recursive schema of cf2 and instantiate the base case with stage semantics, instead of only naive semantics. Thus, we obtained a new sibling semantics of cf2 which we called stage2. We showed that this novel semantics solves the problematic behavior of cf2 on longer cycles, in particular on cycles of length \( \geq 6 \). Moreover, on coherent AFs (and in particular on odd-cycle free AFs) stage2 semantics coincide with the standard admissibility based semantics. This guarantees that we do not get an unintended behavior on this class of AFs, and in general on parts of AFs that are coherent. Furthermore, stage2 satisfies the directionality property as well as the weak reinstatement property which was not the case for stage semantics. A comparison of the properties of stage, cf2 and stage2 semantics is provided in Table 6.

The analysis of equivalence showed that stage2 is the second semantics considered so far where strong equivalence coincides with syntactic equivalence, i.e. there are no redundant attacks at all. Thus, stage2 semantics also satisfies the succinctness property, which allows to relate the semantics according to how much meaning every attack has for the computation of the extensions.

We provided a comprehensive complexity analysis for cf2 and stage2 semantics. A summary of the obtained results for the standard reasoning problems for argumentation semantics and for the investigation of tractable fragments is pictured in Table 7. It turned out that both semantics are computationally hard and stage2 semantics is even located on the second level of the polynomial hierarchy. Thus stage2 it is among the hardest but also most expressiveness argumentation semantics. Faced with this in general intractable complexity, we were able to identify tractable fragments for both semantics, namely acyclic, bipartite and symmetric self-attack free frameworks. However, we showed that recent techniques [32] to augment such fragments are not applicable here.

In the implementation part we gave the ASP encodings of stage2 semantics, where the alternative characterization facilitated this step. As stage2 is located at the second level of the polynomial hierarchy, we needed more involved programming techniques like the saturation encodings. To simplify those encodings we applied the novel metasp optimization frontend from the ASP system gringo/claspD. All these encodings are incorporated in the system ASPARTIX and available on the web10. We also provided labeling based algorithms for cf2 and stage2 to directly compute the respective extensions.

\[^{10}\text{See http://rull.dbai.tuwien.ac.at:8080/ASPARTIX/ for a web front-end.}\]
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<table>
<thead>
<tr>
<th></th>
<th>cf2</th>
<th>stage2</th>
<th>stg</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Ver}\sigma)</td>
<td>in P</td>
<td>coNP-c</td>
<td>coNP-c</td>
</tr>
<tr>
<td>(\text{Cred}\sigma)</td>
<td>NP-c</td>
<td>(\Sigma_2^P)-c</td>
<td>(\Sigma_2^P)-c</td>
</tr>
<tr>
<td>(\text{Skept}\sigma)</td>
<td>coNP-c</td>
<td>(\Pi_2^P)-c</td>
<td>(\Pi_2^P)-c</td>
</tr>
<tr>
<td>(\text{Exists}^\neg\theta\sigma)</td>
<td>in P</td>
<td>in P</td>
<td>in P</td>
</tr>
<tr>
<td>(\text{Cred}_{\sigma}^{\text{acycl}})</td>
<td>in P</td>
<td>in P</td>
<td>P-c</td>
</tr>
<tr>
<td>(\text{Skept}_{\sigma}^{\text{acycl}})</td>
<td>in P</td>
<td>in P</td>
<td>P-c</td>
</tr>
<tr>
<td>(\text{Cred}_{\sigma}^{\text{even-free}})</td>
<td>NP-c</td>
<td>coNP-h</td>
<td>(\Sigma_2^P)-c</td>
</tr>
<tr>
<td>(\text{Skept}_{\sigma}^{\text{even-free}})</td>
<td>coNP-c</td>
<td>coNP-h</td>
<td>(\Pi_2^P)-c</td>
</tr>
<tr>
<td>(\text{Cred}_{\sigma}^{\text{bipart}})</td>
<td>in P</td>
<td>in P</td>
<td>P-c</td>
</tr>
<tr>
<td>(\text{Skept}_{\sigma}^{\text{bipart}})</td>
<td>in P</td>
<td>in P</td>
<td>P-c</td>
</tr>
<tr>
<td>(\text{Cred}_{\sigma}^{\text{sym}})</td>
<td>in P</td>
<td>(\text{in} P/\Sigma_2^P)-c*</td>
<td>(\text{in} P/\Sigma_2^P)-c*</td>
</tr>
<tr>
<td>(\text{Skept}_{\sigma}^{\text{sym}})</td>
<td>in P</td>
<td>(\text{in} P/\Pi_2^P)-c*</td>
<td>(\text{in} P/\Pi_2^P)-c*</td>
</tr>
</tbody>
</table>

Table 7: Summary of complexity results (* with self-attacking arguments). An entry \(C\)-c denotes completeness for the class \(C\).

7.1 Related Work

Here, we consider different approaches which deal with the problems related to cycles in AFs, and in particular with odd-length cycles. Of course the \(cf_2\) semantics is not the only attempt to solve this problem. Bodanza and Tohmé introduced two semantics the sustainable and the tolerant semantics [10]. While the former basically ignores attacks from self-attacking arguments the latter is in a similar spirit than \(cf_2\) and stage2. The intuition there is that the defense of a set of arguments should not be defined in absolute terms but relative to other possible challenging sets of arguments. They propose an application of this semantics in the field of strategic argumentation games, where each player has to choose a set of arguments to confront with and defend against the possible choices of the other agent. As tolerant, \(cf_2\) and stage semantics are of similar fashion one might ask whether some of them coincide. In [10] (Example 27) there is an example for an AF with a tolerant extension which is not a \(cf_2\) extensions. As each stage2 extension is also a \(cf_2\) extension this also shows that tolerant semantics differ from stage2. If we compare tolerant with \(cf_2\) semantics one main difference is that on odd-cycle free AFs tolerant semantics coincides with preferred semantics 11 and thus does not have the problematic behavior on even-length cycles. However, it has the same (problematic) behavior in odd-length cycles of certain length. To best of the authors knowledge there is no systematic analysis of the properties studied in this paper for sustainable and tolerant semantics.

Gabbay introduced several loop-busting semantics in [44]. One of them, the LB2 semantics has shown to be equivalent to \(cf_2\). All these semantics are involved in the equational approach to argumentation networks [43]. The author also defines an equational approach.

---

11This does not hold for coherent AFs in general, e.g. consider the coherent AF (\(\{a, b, c\}\), \(\{a, b\}, (a, c), (c, b), (b, a)\)) where \(\{a\}\) is the only preferred extension but both \(\{a\}\) and \(\{b\}\) being tolerant extensions.
to stage2 semantics in [44], namely LB2 – stage. Furthermore in [1] the authors propose the Shkop semantics which has been shown to be equivalent to LB4 from the loop-busting semantics in [44].

Roos proposed in [58] the preferential model semantics which also handles odd loops in a special way. The motivation for this semantics comes from the preferential model semantics for non-monotonic reasoning systems [51]. There, the attack relation is used to define preferences over states. So, not one argument is preferred over another one, but one prefers a state where the attacking argument is valid, over a state where the attacked argument is valid. This semantics results in different extensions than cf2, for example consider the AF $F = (A, R)$ with $A = \{a, b, c\}$ and $R = \{(a, b), (b, c), (c, a), (c, c)\}$. Then, $\{a\}$ and $\{b\}$ are cf2 extensions, but only $\{a\}$ is a pm extension, because the state $a$ is preferred over the state $b$, as the only attacker of $a$ is the argument $c$ which is self-attacking.

7.2 Future Work

While the computational complexity of a semantics gives a first impression of its expressiveness the concept of translations between semantics [38, 34] gives a more fine-grained hierarchy. To get an even better feeling how cf2 and stage2 relates to the other semantics in terms of expressiveness we plan to investigate possible intertranslations between cf2, stage2 and standard argumentation semantics. Notice that the construction in proof of Theorem 5.2 already provides a translation from stage to stage2 semantics. So one particular question of interest, would be whether also the reverse is possible, i.e. whether there is a translation from stage2 to stage semantics.

As it turned out that strong equivalence is indeed a very strong condition for many semantics, in case of cf2 and stage2 it even breaks down to syntactic equivalence, it can be beneficial to relax the notion of equivalence and for example consider a relativized notion, where source and target of attacks are restricted. This can be interesting in the course of two agents, where one can only point attacks from and to a specific set of arguments. Recently, one step towards this direction has already been made in [8] with the normal and strong expansion equivalence. However, the studies of [8] are restricted to admissibility-based semantics.

As the ASP encodings provided for cf2 and stage2 semantics are rather comprehensive there might be several ways to improve the performance. One direction for future investigations are possible optimizations of the ASP encodings, by using advanced ASP constructs like aggregates and techniques like symmetry breaking, and to investigate how they can improve the performance [48].

One main criticism concerning naive-based semantics comes from the non-abstract setting where one instantiates argumentation frameworks from a knowledge base. One of the most prominent framework for such an instantiation is the ASPIC+ system and is has been shown that both stage and cf2 semantics can produce inconsistent solutions when instantiated by ASPIC+ (see [2]). However, the examples given in [2] can not be generalized to stage2 semantics and hence it is open issue whether stage2 proposes consistent conclusion in the ASPIC+ setting. As on coherent AFs stage2 semantics coincides with stable semantics constructing inconsistent solutions seems to me more challenging, if even possible. Finally, as the ASPIC+ framework seems to be tailored to admissibility based semantics, it seems worth to consider cf2 and stage2 semantics in other instantiation schemes. However, recently Strass [59] proposed an instantiation scheme for abstract dialectical frameworks (ADFs) [11, 12], a generalization of Dung’s AFs, which overcomes the problems of ASPIC+
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regarding the rationality postulates proposed in [15]. Hence, generalizing $cf2$ and $stage2$ semantics to the ADFs setting is promising direction for future research.

For both $cf2$ and $stage2$ semantics we presented a characterization of the form $\sigma(F) = \{S \mid \tau(F) \cap \theta([F - \Delta F,S])\}$. One can see this as a general schema for argumentation semantics, where one can exchange the semantics $\tau$ and $\theta$. For naive-based semantics one might choose $\tau = naive$ while for admissible-based semantics one can choose $\tau = adm$. One special instantiation is $stable2(F) = \{S \mid S \in naive(F) \cap stable([F - \Delta F,S])\} = \{S \mid S \in adm(F) \cap stable([F - \Delta F,S])\}$ and it clearly holds that $stable2(F) = stable(F)$.

The investigation of other such combinations might reveal new options.
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