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Preface

From the very beginning one of the core interests of mathematics and mathematicians was
to study regularity and symmetry. In modern mathematics the concept of symmetry has
been condensed into the notion of automorphisms, bijective mappings which preserve
the underlying structure, allowing a careful study of what symmetry is and can be.
One of the views symmetry allows on itself is the one of redundancy: a huge structure
with sufficiently enough symmetry can be composed from a small one together with the
information how to create the huge from the small. This means that huge structures
with symmetry can be folded to a small part of what they have been before together
with a concise representation of their symmetry. This idea is by far not a new one and
indeed the information how to construct the huge structure from the small one is very
crucial, giving rise to one of the most fundamental concepts of modern mathematics, to
that of a group.

The aim of this work is to study the possibilities of this idea applied to formal concept
analysis and in particular to concept lattices and contexts. We want to examine whether
it is possible and practicable to consider lattices and contexts with symmetry and fold
them to a small representation. We then want to ask what properties these structures
may have and which properties of the original structure they keep. And of course whether
we are able to unfold the folded structures to give the original structures again.

The idea of folding is, at least from a mathematical point of view, very intuitive,
but needs some basic ideas from group theory and in particular from the theory of
permutation groups. After introducing the notions needed we shall firstly investigate on
folding concept lattices or, more generally, preordered sets. As it turns out preordered
sets form a suitable basis for studying the idea of folding and simultaneously allow an
intuitive and concise graphical representation by means of a slight generalization of order
diagrams. The abstract structures which arise here will be called preorder orbifolds, where
the word “orbifold” is borrowed from algebraic topology, where it describes manifolds
folded by orbits of certain functions.1

After we have considered preordered sets we shall try to transform the results we have
achieved to formal contexts to get context orbifolds. They allow, as formal contexts do,
a certain form of derivation, which will give us the possibility, at least in theory, to link
together context orbifolds and concept lattice orbifolds. Thus we will be able to compute
the one from the other and vice versa.

At the end we shall have a precise and formal understanding of what we mean when
talking about folding structures by automorphisms. This knowledge might or might not
help to understand certain concept lattices or contexts, provided that they yield enough
symmetry.

1Note that however we shall use the term “orbifold” in a different manner and those two mathematical
ideas are not directly linked to each other.
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1 Preorder Orbifolds

We start by formalizing a very natural idea of “folding preorders by automorphism”:
Given a preordered set P = (P,≤) and a group of automorphisms Γ of P we could fold
P such that

• from every orbit of Γ on P we take one representative and

• for each two representatives a and b we memorize all automorphisms β such that
a ≤ β(b). We shall denote the set of all these mappings with λ(a, b).

We formalize all this in the notion of preorder orbifolds. Then we shall see that preorder
orbifolds share a common structure called group-annotated preordered sets for which we
can define the notion of isomorphy. With this we can prove that the arbitrary choice of
representatives will not produce different preorder orbifolds up to isomorphy. Having this
we shall define unfolding of group-annotated preordered sets in such a way that unfolding
a folding of a preordered set delivers an isomorphic copy of the original and unfolding of
isomorphic group-annotated preordered sets yields isomorphic preordered sets.

Note that this chapter is based on [Zw], but we restrict ourself to the case of preordered
sets to have a formal basis for preorder orbifolds. This will be needed for concept lattice
orbifolds. For context orbifolds the more general notion of binary relation structure
orbifolds is then needed.

1.1 Basic Prerequisites

We start with some basic definitions and notational conventions. Let M be a set and G
be a group acting on M , that is there exists a mapping

ψ : G×M −→ M
(g,m) 7−→ gm

with ψ(gg′,m) = ψ(g, ψ(g′,m)) and ψ(eG,m) = m for all g, g′ ∈ G and m ∈ M , where
eG is the neutral element of G. Let m ∈M . Then the orbit of m under G is the set

G(m) := { gm | g ∈ G }

and the stabilizer of m under G is the set

Gm := { g ∈ G | gm = m }.

The stabilizer of every element is the base set of a subgroup of G. Also note that we
write G for the group as structure, but simply G if we refer to the base set of G, that is
G = (G, ◦) where ◦ denotes the group operation of G.
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1 Preorder Orbifolds

When we have a set M and a group G acting on M we can form the set of all orbits
of M under G

G \\M = {G(m) | m ∈M }.

We can also choose sets Y ⊆ M such that for all m ∈ M it is |Y ∩G(m)| = 1, i.e. Y is
a set of representatives of the orbits of G on M . Those sets are also called transversals
and the set of all transversals may be denoted by T (G \\M).

Later we will need the notion of preorder automorphisms . This concept can be formu-
lated in much more generality. For this let M be a set and R ⊆M ×M .1 Then the pair
(M,R) is called a (binary) relation structure. Let (N,S) be another relation structure.
A bijective mapping α :M −→ N is called a relation isomorphism if and only if

∀x, y ∈M : (x, y) ∈ R ⇐⇒ (α(x), α(y)) ∈ S.

Then we also write α : (M,R) −→ (N,S). If (M,R) is a preordered set then we call α
a preorder automorphism, likewise for ordered sets and lattices. Note that this means
nothing more than α being a relation isomorphism but emphasizes the properties of the
corresponding relation structures. If (M,R) = (N,S) we call α a relation automorphism
of (M,R). The set of all relation automorphisms of (M,R) is denoted by Aut(M,R) and
forms a group under the composition

α ◦ β = (M,M, x 7−→ α(β(x))).

Note that the function application is from left and is denoted by ◦. Often ◦ will be the
operation of a certain automorphism group and we may omit the explicit mentioning of
the group operation if it is clear from the context which operation is meant. Furthermore
functions f : A −→ B : x 7→ f(x) are denoted by the triple f = (A,B, x 7→ f(x)) and
the group of all relation automorphisms of (M,R) under function composition is denoted
by Aut(M,R).

1.2 Preorder Orbifolds and Group-annotated Preordered

Sets

We first start by formalizing our idea of preorder orbifolds.

Definition 1.2.1 (Preorder Orbifolds) Let P = (P,≤P ) be a preordered set and
Γ ≤ Aut(P ). Furthermore let Y be a transversal of the orbits of Γ on P . Then a
preorder orbifold (or representation) of P under Γ is a quadruple

repΓ(P ) := (Y,≤rep, (Γy)y∈Y , λ)

1It can be formulated even more general, that is for structures with more relations of arbitrary arity.
The notion used here is then the one of (bijective unary) polymorphisms, i.e. permutations which
preserve all relations on the set. The studying of polymorphisms and preserved relations is subject
of the so called clone theory.
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1.2 Preorder Orbifolds and Group-annotated Preordered Sets

L =

b

⊥

b

1

b

2
b

3

b 4

b

5

b

6
b

7

b

⊤

α = (⊥)(123)(4)(567)(⊤), Γ := 〈α〉 = ({ id, α, α2 }, ◦)

Figure 1.1: Example lattice and an automorphism generating a subgroup of its automor-
phism group

where for a, b ∈ Y

a ≤rep b :⇐⇒ ∃β ∈ Γ : a ≤P β(b)

and

λ : Y 2 −→ P(Γ)
(a, b) 7−→ {β ∈ Γ | a ≤P βb }.

λ is then called a (full) annotation function and the relation structure (Y,≤rep) is called
the base structure of repΓ(P ).

If P is a lattice (ordered set) we call repΓ(P ) a lattice (order) orbifold. ♦

We may, if it is clear from the context which group Γ is meant, simply write the
pair (Y, λ) for a preorder orbifold since the stabilizers and the relation ≤rep can be
reconstructed from this.

To convey a feeling for this notion we have a look at some simple examples.

Example 1.2.2 1) Let L be the lattice depicted in Figure 1.1. We want to compute a
lattice orbifold of L under Γ. To do this, we choose the transversal Y = {⊥, 1, 4, 5,⊤}
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1 Preorder Orbifolds

and get repΓ(L) = (Y,≤, (Γy)y∈Y , λ) where

λ(⊥,⊥) = Γ⊥ = Γ λ(⊥, 1) = Γ

λ(⊥, 4) = Γ λ(⊥, 5) = Γ

λ(⊥,⊤) = Γ λ(1, 1) = Γ1 = { id }

λ(1, 4) = Γ λ(1, 5) = Γ

λ(1,⊤) = Γ λ(4, 4) = Γ4 = Γ

λ(4, 5) = Γ λ(4,⊤) = Γ

λ(5, 5) = Γ5 = { id } λ(5,⊤) = Γ

λ(⊤,⊤) = Γ⊤ = Γ

and ∅ elsewhere. We see in this case that we actually do not need to carry along the
stabilizers of the elements y ∈ Y since we have

λ(y, y) = Γy

and we also observe that the relation ≤ is an order relation on Y .

2) We consider the ordered set (Z,≤) and the automorphism α : Z −→ Z : x 7−→ x+2.
Then with Γ = 〈α〉 we get

Γ \\Z = {Γ(0),Γ(1) } = { 2Z, 2Z+ 1 } = Z/2Z.

Thus when choosing the transversal Y = { 0, 1 } we get for λ:

λ(0, 0) = {α ∈ Γ | 0 ≤ α(0) } = {α ∈ Γ | α = (Z,Z, x 7−→ x+ 2k), k ≥ 0 }

λ(0, 1) = {α ∈ Γ | 0 ≤ α(1) } = {α ∈ Γ | α = (Z,Z, x 7−→ x+ 2k), k ≥ 0 }

λ(1, 0) = {α ∈ Γ | α = (Z,Z, x 7−→ x+ 2k), k > 0 }

λ(1, 1) = {α ∈ Γ | α = (Z,Z, x 7−→ x+ 2k), k ≥ 0 }

and for the stabilizers Γ0 and Γ1

Γ0 = { id }

Γ1 = { id }.

Here we see that stabilizers Γy are not redundant since in general they are different
from λ(y, y) and hence cannot be reconstructed from the annotation function λ. ♦

Preorder orbifolds have some properties which can be easily seen. The first one regards
the map λ: given a preordered set P = (P,≤), Γ ≤ Aut(P ) and a, b, c ∈ P such that
a ≤ b ≤ c we immediately have

λ(a, b) ◦ λ(b, c) ⊆ λ(a, c)
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1.2 Preorder Orbifolds and Group-annotated Preordered Sets

because if we have α1 ∈ λ(a, b) and α2 ∈ λ(b, c) it is a ≤ α1(b) and b ≤ α2(c). Hence
a ≤ α1(α2(c)) = α1 ◦ α2(c) and α1 ◦ α2 ∈ λ(a, c).

A second property regards the relation ≤rep. The name is not chosen arbitrarily since
≤rep will always be a preorder. If we further have a preordered set P and a group of
automorphisms Γ where all orbits are antichains in P we can show that ≤ is indeed an
order relation.

The third property we like to mention is that the intersection of all groups Γp for p ∈ P
is trivial, i.e.

⋂

p∈P

Γp = { id }

since the only automorphism having all points of P as fixpoints is the identity map.
Choosing a transversal Y of Γ \\P we can write P = {Γ(y) | y ∈ Y } and therefore for
p = γ(y) ∈ P

Γp = Γγ(y) = γΓyγ
−1

because p = δ(p) for some δ ∈ Γ implies γ(y) = δ(γ(y)) and thus y = γ−1(δ(γ(y))).
Hence we have

⋂

γ∈Γ,y∈Y

γΓyγ
−1 = { id }.

To summarize all these observations we may formulate the following abstraction.

Definition 1.2.3 (Group-annotated Preordered Set) Let G = (G, ◦) be a group,
P = (P,≤) be a preordered set and

λ : P 2 −→ P(G)

such that

• λ(a, b) = ∅ if and only if a 6≤ b and

• λ(a, b) ◦ λ(b, c) ⊆ λ(a, c) for all a ≤ b ≤ c in P .

Furthermore let Gp ≤ G for every p ∈ P such that Gp ⊆ λ(p, p) and

⋂

p∈P,g∈G

gGpg
−1 = { eg }

where eG is the neutral element of G. Then the pair ((Gp)p∈P , λ) is called a G-annotation
of P and the quadruple (P,≤, (Gp)p∈P , λ) is called a G-annotated preordered set. ♦

Of course we get the following result.

Proposition 1.2.4 Let (P,≤, (Γp)p∈P , λ) be a preorder orbifold under Γ. Then (P,≤,
(Γp)p∈P , λ) is a Γ-annotated preordered set.
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1 Preorder Orbifolds

Proof Let P̄ = (P̄ ,≤P̄ ) be a preordered set and Γ ≤ Aut(P̄ ) such that rep(P̄ ) =
(P,≤, (Γp)p∈P , λ). Then we have P ⊆ P̄ and clearly a ≤ b ⇐⇒ ∃β ∈ Γ : a ≤P̄

β(b) ⇐⇒ λ(a, b) 6= ∅. For a ∈ P it is a ≤P̄ a = id(a) and therefore a ≤ a. Further-
more for a, b, c ∈ P with a ≤ b ≤ c there exist β1, β2 ∈ Γ such that a ≤P̄ β1(b) and
b ≤P̄ β2(c). This gives a ≤P̄ β1(β2(c)) and hence a ≤ c. Therefore (P,≤) is a preordered
set. Everything else has already been shown. �

One has to mention that group-annotated preordered sets are a special case of so called
relation transversals as introduced in [Zw]. We are only interested in the case of binary
relations here but the generalization to relations with arbitrary arity is straightforward.
(See the footnote on page 2 for this).

Definition 1.2.5 ((Binary) Relation Transversal) Let G be a group, Y be a set,
R ⊆ Y × Y , (Gy | y ∈ Y ) be a family of subgroups of G and β : Y 2 −→ P(G) such that

i ) β(a, b) 6= ∅ ⇐⇒ (a, b) ∈ R,

ii ) Gsβ(s, t)Gt ⊆ β(s, t) and

iii )
⋂

y∈Y,g∈G gGyg
−1 = { id }.

Then (Y,R,G, (Gy)y∈Y , β) is said to be a (binary) relation transversal. ♦

Proposition 1.2.6 Let (P,≤, λ, (Gp)p∈P ) a G-annotated preordered set. Then (P,≤,
G, (Gp)p∈P , λ) is a relation transversal.

Proof The only thing we have to show is that

Gsλ(s, t)Gt ⊆ λ(s, t).

But this is immediately clear since Gs ⊆ λ(s, s), Gt ⊆ λ(t, t) and therefore

Gsλ(s, t)Gt ⊆ λ(s, s)λ(s, t)λ(t, t) ⊆ λ(s, t). �

As already mentioned in the above example we can omit the stabilizers under certain
circumstances. Those cases are of particular interest for the implementation in computer
programs since they allow a short and concise representation of preorder orbifolds.

Proposition 1.2.7 Let P = (P,≤) a ordered set and Γ ≤ Aut(P ) such that every orbit
of an element is an antichain in P . Let P rep = (Prep,≤rep, (Γp)p∈P , λ) a preorder orbifold
of P under Γ. Then ≤rep is an order relation on Prep and λ(p, p) = Γp for all p ∈ P .

Proof We first show that ≤rep is antisymmetric. Let a, b ∈ Prep such that a ≤rep b and
b ≤rep a. Then there exist β1, β2 ∈ Γ such that a ≤ β1(b) and b ≤ β2(a), hence a ≤
β1(β2(a)) and due to β1(β2(a)) ∈ Γ(a) and all orbits are antichains it is a = β1(β2(a)).
Because ≤ is antisymmetric we therefore have a = β1(b) = β1(β2(a)). Therefore it is
b ∈ Γ(a), Γ(a) = Γ(b) and hence a = b as required.

It remains to show that λ(p, p) = Γp. Let p ∈ Prep. We already have λ(p, p) ⊇ Γp. So
let β ∈ λ(p, p). Then it is p ≤ β(p) and since the orbit Γ(p) is an antichain it must be
p = β(p) and therefore β ∈ Γp. �
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1.2 Preorder Orbifolds and Group-annotated Preordered Sets

To consolidate these ideas we want to consider the following example.

Example 1.2.8 As has been done in [GB], we consider all connected graphs on four ver-
tices up to isomorphy. These are

H = {
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b }.

We order them by the relation “embeddable” to obtain the order diagram shown in
Figure 1.2. We now interpret this ordered set as a preorder orbifold obtained by folding

bb

b b

bb

b b

bb

b b

bb

b b

bb

b b

bb

b b

Figure 1.2: The embeddable-ordering of the connected graphs on four vertices up to
isomorphy.

the set of all connected graphs with four vertices ordered by inclusion by the group Γ.
Thereby Γ ∼= S4 is the group of permutations of the edges of every graph induced by the
permutations on four elements, the graphs labeled as shown:

b
1

b
2

b

3
b

4
We then compute

λ(a, b) = {α ∈ Γ | a ⊆ α(b) }

and get the mapping shown in table 1.1. Now we have that (H,≤, (Γp)p∈H , λ) is a Γ-
annotated preordered set where ≤ denotes the “embeddable”-ordering. This is indeed the
same Γ-annotated preordered set we would obtain when computing the preorder orbifold

7



1 Preorder Orbifolds

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = { (1), (12), (34), (12)(34) }

λ(
bb

b b ,
bb

b b ) = { (1), (34) }

λ(
bb

b b ,
bb

b b ) = { (1), (13), (24), (12)(34), (13)(24), (14)(23), (1234), (1432) }

λ(
bb

b b ,
bb

b b ) = { (1), (23), (24), (34), (234), (243) }

λ(
bb

b b ,
bb

b b ) = { (1), (12)(34) }

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = Γ

λ(
bb

b b ,
bb

b b ) = { (23), (24), (132), (142), (234), (243), (1342), (1432) }

λ(
bb

b b ,
bb

b b ) = { (14), (23), (132), (124), (143), (234), (1243), (1342) }

λ(
bb

b b ,
bb

b b ) = { (1), (12), (23), (24), (34), (132), (142), (234), (243), (12)(34), (1342), (1432) }

λ(
bb

b b ,
bb

b b ) = { (1), (12), (14), (23), (34), (132), (124), (143), (234), (12)(34), (1243), (1342) }

λ(
bb

b b ,
bb

b b ) = { (1), (23), (24), (34), (234), (243) }

λ(
bb

b b ,
bb

b b ) = { (24), (123), (243), (1234) }

λ(
bb

b b ,
bb

b b ) = { (1), (13), (24), (12)(34), (13)(24), (14)(23), (1234), (1432) }

Table 1.1: Annotation of the ordered set of Figure 1.2 interpreted as preorder orbifold
under the group Γ.

of the ordered set of all connected graphs on 4 vertices by Γ choosing H as transversal
of the orbits of Γ. It is also obvious that

a ≤ b ⇐⇒ λ(a, b) 6= ∅ ♦

where a, b ∈ H.
Two things are important to mention: First of all if we choose another transversalH we

obviously get a different annotation map λ. But of course we then want to consider both
preorder orbifolds as isomorphic. So we carefully have to develop a suitable understanding
of isomorphy between group-annotated preordered sets.

Secondly we see that λ is not very easy to handle. Therefore we need a technique to
simplify λ. We shall see that this is indeed possible by using so called double cosets.

1.3 Isomorphy between Group-annotated Preordered Sets

We now want to develop a precise understanding of what it means for two group-
annotated preordered sets to be isomorphic. Although this definition can already be

8



1.3 Isomorphy between Group-annotated Preordered Sets

found in [Zw] for binary relation transversals we try to give a detailed description how
this notion can be comprehended intuitively.

Let P = (P,≤) be a preordered set and Γ ≤ Aut(P ). Given two transversals Y, Z
of the orbits of Γ we always want to consider the two preorder orbifolds Y = (Y,≤Y ,
(GY,y)y∈Y , λY ) and Z = (Z,≤Z , (GZ,z)z∈Z , λZ) as isomorphic. For this let ϕ : Y −→ Γ
be a mapping such that

ϕ(y)(y) ∈ Z

for all y ∈ Y . The mapping ϕ then represents the difference between Y and Z by giving
for every element y ∈ Y a mapping ϕ(y) that maps y to the element in Z that is in the
same orbit as y. Having this mapping we are able to work out the necessary connections
between λY and λZ . To see this let p, q ∈ Y . Then it is

λY (p, q) = {β ∈ Γ | p ≤ β(q) }

= {β ∈ Γ | ϕ(p)(p) ≤ (ϕ(p) ◦ β ◦ ϕ(q)−1 ◦ ϕ(q))(q) }

= ϕ(p)−1 ◦ {β ∈ Γ | ϕ(p)(p) ≤ (β ◦ ϕ(q))(q) } ◦ ϕ(q)

= ϕ(p)−1 ◦ λZ(ϕ(p)(p), ϕ(q)(q)) ◦ ϕ(q). (1.1)

With the help of ϕ we are also able to define a preorder automorphism α between (Y,≤Y )
and (Z,≤Z) by simply setting

α(y) := ϕ(y)(y).

Then the condition 1.1 simplifies to

λY (p, q) = ϕ(p)−1 ◦ λZ(α(p), α(q)) ◦ ϕ(q)

and for the stabilizers ΓY,y and ΓZ,z where y ∈ Y and z ∈ Z we get

ΓY,y = {β ∈ Γ | y = β(y) }

= {β ∈ Γ | ϕ(y)(y) = (ϕ(y) ◦ β ◦ ϕ(y)−1 ◦ ϕ(y))(y) }

= ϕ(y)−1 ◦ {β ∈ Γ | ϕ(y)(y) = (β ◦ ϕ(y))(y) } ◦ ϕ(y)

= ϕ(y)−1 ◦ ΓZ,α(y) ◦ ϕ(y).

Let us now examine the general case. For this let P = (P,≤P ) and Q = (Q,≤Q)
be two isomorphic, preordered sets, ΓP ≤ Aut(P ), ΓQ ≤ Aut(Q) and α : P −→ Q be
a preorder automorphism. Let Y = (Y,≤Y , (GY,y)y∈Y , λY ) = rep(P ) and Z = (Z,≤Z ,
(GZ,z)z∈Z , λZ) = rep(Q). Additionally α has to have the property that

δ : ΓP −→ ΓQ

β 7−→ α ◦ β ◦ α−1

is a group isomorphism. Furthermore we again need a function ϕ : P −→ ΓQ such that

ϕ(x)(α(x)) ∈ Z.

9



1 Preorder Orbifolds

With this we can find that the mapping

ᾱ : (Y,≤Y ) −→ (Z,≤Z)
y 7−→ ϕ(y)(α(y))

is a preorder automorphism and

δ[λY (a, b)] = δ[{β ∈ ΓY | a ≤P β(b) }]

= {αβα−1 ∈ ΓZ | a ≤Q β(b) }

= {β ∈ ΓZ | α(a) ≤Q (βα)(b) }

= {β ∈ ΓZ | ϕ(a)(α(a)) ≤Q (ϕ(a)βϕ(b)−1ϕ(b))(α(b)) }

= ϕ(a)−1{β ∈ ΓZ | ᾱ(a) ≤Q (βᾱ)(b) }ϕ(b)

= ϕ(a)−1λZ(ᾱ(a), ᾱ(b))ϕ(b)

for a, b ∈ Y . Analogously we find

δ[ΓY,a] = ϕ(a)−1ΓZ,ᾱ(a)ϕ(a).

With all these preliminary remarks we can now define what is meant for two relation
transversals to be isomorphic. We shall formulate the definition for the general case of
relation transversals because this notion will be needed again in later sections for context
orbifolds.

Definition 1.3.1 (Isomorphy of Relation Transversals) Let Y = (Y,RY ,ΓY ,
(ΓY,y)y∈Y , λY ) and Z = (Z,RZ ,ΓZ , (ΓZ,z)z∈Z , λZ) be two relation transversals. Y and
Z are said to be isomorphic, written as Y ∼= Z, if the following conditions hold:

• There exists a bijective mapping α : (Y,RY ) −→ (Z,RZ) such that

(x, y) ∈ RY ⇐⇒ (α(x), α(y)) ∈ RZ ,

• there exists a group isomorphism δ : ΓY −→ ΓZ and

• there exists a mapping ϕ : Y −→ ΓZ

such that
δ[λY (a, b)] = ϕ(a)−1λZ(α(a), α(b))ϕ(b)

and
δ[ΓY,a] = ϕ(a)−1ΓZ,α(a)ϕ(a)

hold for all a, b ∈ Y . ♦

Theorem 1.3.2 Let P 1 = (P1,≤1) and P 2 = (P2,≤2) be two preordered sets and let
Γ1 ≤ Aut(P 1), Γ2 ≤ Aut(P 2). Let α : P 1 −→ P 2 a preorder isomorphism such that

δ : Γ1 −→ Γ2

β 7−→ α ◦ β ◦ α−1

is a group isomorphism. Then repΓ1
(P 1)

∼= repΓ2
(P 2).

10



1.3 Isomorphy between Group-annotated Preordered Sets

Proof Let repΓ1
(P 1) = (Y1,≤Y1 , (Γ1,y)y∈Y1 , λY1) and repΓ2

(P 2) = (Y2,≤Y2 , (Γ2,y)y∈Y2 , λY2).
By definition of δ it holds

a ≤1 β(b) ⇐⇒ α(a) ≤2 δ(β)(α(b))

for a, b ∈ P1 and β ∈ Γ1. Now for every x ∈ Y1 there exists a ϕx ∈ Γ2 such that

ϕx(α(x)) ∈ Y2.

We then define
ᾱ : Y1 −→ Y2

x 7−→ ϕx(α(x)).

Then ᾱ is bijective and for x, y ∈ Y1 it is

x ≤Y1 y ⇐⇒ ∃β ∈ Γ1 : x ≤1 β(y)

⇐⇒ ∃β ∈ Γ1 : α(x) ≤2 (δ(β)α)(y)

⇐⇒ ∃β ∈ Γ1 : ϕxα(x) ≤2 (ϕxδ(β)ϕ
−1
y ϕy)(α(y))

⇐⇒ ∃β̄ ∈ Γ2 : ᾱ(x) ≤2 β̄(ᾱ(y))

⇐⇒ ᾱ(x) ≤Y2 ᾱ(y),

hence ᾱ is a preorder automorphism. This also shows

β ∈ λY1(x, y) ⇐⇒ ϕxδ(β)ϕ
−1
y ∈ λY2(ᾱ(x), ᾱ(y))

and thus δ[λY1(x, y)] = ϕ−1
x λY2(ᾱ(x), ᾱ(y))ϕy. We also have

β ∈ Γ1,y ⇐⇒ y = β(y)

⇐⇒ α(y) = δ(β)α(y)

⇐⇒ ϕyα(y) = ϕyδ(β)ϕ
−1
y ϕyα(y)

⇐⇒ ᾱ(y) = ϕyδ(β)ϕ
−1
y ᾱ(y)

⇐⇒ ϕyδ(β)ϕ
−1
y ∈ Γ2,y

hence δ[Γ1,y] = ϕ−1
y Γ2,yϕy. So if we define

ϕ : Y1 −→ Γ2

y 7−→ ϕy

we see that repΓ1
(P 1)

∼= repΓ2
(P 2) as required. �

This immediately proves the following important result:

Corollary 1.3.3 Let P 1
∼= P 2 be isomorphic preordered sets. Then repAut(P 1)

(P 1)
∼=

repAut(P 2)
(P 2).
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1 Preorder Orbifolds

Proof Let α : P 1 −→ P 2 be a preorder isomorphism. Then the mapping

δ : Aut(P 1) −→ Aut(P 2)
β 7−→ α ◦ β ◦ α−1

is a group isomorphism and the corollary follows from Theorem 1.3.2. �

One might ask whether the restriction on δ being a group isomorphism which is some-
how induced by an automorphism is really necessary. The following example shows that
at least the condition on Γ1 and Γ2 being two isomorphic groups does not suffice.

Example 1.3.4 We consider the lattice shown in Figure 1.3. This lattice has the auto-
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Figure 1.3: Example lattice.

morphisms α = (123) and β = (567) and 〈α〉 ∼= Z3
∼= 〈β〉. But the base structures of the

preorder orbifolds obtained when folding the given lattice by 〈α〉 and 〈β〉 respectively
yield the lattices shown in Figure 1.4. But these preorder orbifolds are not isomorphic
as ordered sets and can therefore not be isomorphic as preorder orbifolds. ♦

We are even able to show that the groups Γ1 and Γ2 have to be more than just
isomorphic in the case of isomorphic binary relation transversals.

Lemma 1.3.5 Let P 1 = (P1,≤P 1
) and P 2 = (P2,≤P 2

) be two preordered sets and
Γ1 ≤ Aut(P 1), Γ2 ≤ Aut(P 2). If repΓ1

(P 1)
∼= repΓ2

(P 2) then there exists a preorder
isomorphism ψ : P 1 −→ P 2 such that Γ2 = ψΓ1ψ

−1.

Proof Let repΓi
(P i) = Y i = (Yi,≤Y i

, (Γi,y)y∈Yi
, λi) for i ∈ { 1, 2 } and

• α : (Y1,≤Y 1
) −→ (Y2,≤Y 2

) be a preorder isomorphism,

• δ : Γ1 −→ Γ2 be a group isomorphism and
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1.3 Isomorphy between Group-annotated Preordered Sets
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Figure 1.4: Base structures of the preorder orbifolds obtained when folding by 〈α〉 and
〈β〉 respectively.

• ϕ : Y1 −→ Γ2

such that

δ[λ1(a, b)] = ϕ(a)−1λ2(α(a), α(b))ϕ(b)

and

δ[Γ1,a] = ϕ(a)−1Γ2,α(a)ϕ(a).

Then we define
ψ : P1 −→ P2

β(x) 7−→ δ(β)ϕ(x)−1α(x)

for x ∈ Y1 and β ∈ Γ1.

Then ψ is well defined since for β1(x1) = β2(x2) we have x1 ∈ Γ1(x2) and hence
x1 = x2 (because x1, x2 ∈ Y1) and β−1

1 β2 ∈ Γ1,x1 . It follows that

δ(β1)
−1δ(β2) ∈ ϕ(x1)

−1Γ2,α(x1)ϕ(x1)

and therefore

ϕ(x1)δ(β1)
−1δ(β2)ϕ(x1)

−1 ∈ Γ2,α(x1)

which means nothing else but

δ(β1)(ϕ(x1)
−1α(x1)) = δ(β2)(ϕ(x1)

−1α(x1))

and thus ψ(β1(x1)) = ψ(β2(x2)) as required.
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1 Preorder Orbifolds

We also have for x1, x2 ∈ Y1 and β1, β2 ∈ Γ

β1(x1) ≤P 1
β2(x2) ⇐⇒ x ≤P 1

(β−1
1 β2)(x2)

⇐⇒ β−1
1 β2 ∈ λ1(x1, x2)

⇐⇒ δ(β1)
−1δ(β2) ∈ δ[λ1(x1, x2)]

⇐⇒ δ(β1)
−1δ(β2) ∈ ϕ(x1)

−1λ2(α(x1), α(x2))ϕ(x2)

⇐⇒ ϕ(x1)δ(β1)
−1δ(β2)ϕ(x2)

−1 ∈ λ2(α(x1), α(x2))

⇐⇒ α(x1) ≤P 2
(ϕ(x1)δ(β1)

−1δ(β2)ϕ(x2)
−1)(α(x2))

⇐⇒ δ(β1)(ϕ(x1)
−1(α(x1))) ≤P 2

δ(β2)(ϕ(x2)
−1(α(x2)))

⇐⇒ ψ(β1(x1)) ≤P 2
ψ(β2(x2))

and hence ψ is preorder-reflecting and preorder-preserving. Now let

ψ̄ : P2 −→ P1

β(y) 7−→ δ−1(βϕ(α−1(y)))(α−1(y))

for y ∈ Y2, β ∈ Γ2.
Then given β ∈ Γ2 and y ∈ Y2 it is

ψ(ψ̄(β(y))) = ψ(δ−1(βϕ(α−1(y)))(α−1(y)))

= δ(δ−1(βϕ(α−1(y))))(ϕ(α−1(y))−1α(α−1(y)))

= βϕ(α−1(y))ϕ(α−1(y))−1y

= β(y)

and for γ ∈ Γ1 and x ∈ Y1

ψ̄(ψ(γ(x))) = ψ̄(δ(γ)ϕ(x)−1α(x))

= δ−1(δ(γ)ϕ(x)−1ϕ(α−1α(x)))(α−1α(x))

= δ−1δ(γ)(x)

= γ(x),

therefore the mapping ψ̄ is inverse to ψ and thus ψ is also bijective.
If we now define for ω ∈ Γ1

δ̄(ω) := ψωψ−1

we have for ω ∈ Γ1, β ∈ Γ2 and y ∈ Y2 that

ψωψ−1(βy) = ψ(ω(δ−1(βϕ(α−1(y))))
︸ ︷︷ ︸

=:ω̄∈Γ1

(α−1(y))))

= ψ(ω̄(α−1(y)))

= δ(ω̄)ϕ(α−1(y))−1(y)

= δ(ω̄)ϕ(α−1(y))−1β−1

︸ ︷︷ ︸

∈Γ2

(βy)
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1.4 Unfolding Group-annotated Preordered Sets

and therefore δ̄ : Γ1 −→ Γ2 and ψΓ1ψ
−1 ⊆ Γ2. On the other hand, given x ∈ Y1, we have

ψ−1βψ(ωx) = ψ−1(βδ(ω)ϕ(x)−1

︸ ︷︷ ︸

=:β̄∈Γ2

(α(x)))

= ψ−1(β̄(α(x)))

= δ−1(β̄ϕ(x))(x)

= δ−1(β̄ϕ(x))ω−1

︸ ︷︷ ︸

∈Γ1

(ωx)

and hence ψ−1Γ2ψ ⊆ Γ1. In sum we get Γ2 = ψΓ1ψ
−1 as required. �

So putting together what we have proven about isomorphy of group-annotated pre-
ordered sets we get:

Corollary 1.3.6 Let P 1 and P 2 be two preordered sets and Γ1 ≤ Aut(P 1), Γ2 ≤
Aut(P 2). Then the following conditions are equivalent

1. repΓ1
(P 1)

∼= repΓ2
(P 2) and

2. there exists a preorder isomorphism α : P 1 −→ P 2 such that Γ2 = αΓ1α
−1.

Proof This is Theorem 1.3.2 together with Lemma 1.3.5. �

1.4 Unfolding Group-annotated Preordered Sets

Now that we have a precise notion of folding preordered sets we also desire the possibility
to “reverse the folding”, i.e. to unfold preorder orbifolds or, more general, to unfold group
annotated preordered sets.

The idea is fairly simple: Given a group of automorphisms Γ and a transversal Y we
get the original base set by

P := { γ(y) | γ ∈ Γ, y ∈ Y }.

To recover the preorder relation on P we observe that for every b ∈ P there exist b̄ ∈ Y
and γ ∈ Γ such that b = γ(b̄) and hence a ≤ b ⇐⇒ a ≤ γ(b̄) ⇐⇒ γ ∈ λ(a, b̄).

But we can go further and define unfolding for every group-annotated preordered
set (indeed, we can do so for every relation transversal) by considering the following
proposition.

Proposition 1.4.1 Let P = (P,≤P ) be a preordered set and Γ ≤ Aut(P ). Furthermore
let Y be a transversal of the orbits of Γ on P . Then the mapping

Ψ : ˙⋃
y∈Y Γ/Γy −→ P

γΓy 7−→ γ(y)

is a preorder isomorphism, where

αΓy ≤ βΓz :⇐⇒ α(y) ≤P β(z).
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1 Preorder Orbifolds

Proof First of all we see that the assignment Ψ(γΓy) = γ(y) indeed describes a function
because if we have γ1Γy1 = γ2Γy2 (as an equality of elements in the disjoint union) it is
y1 = y2 and γ−1

1 γ2Γy1 = Γy1 . Therefore it is γ−1
1 γ2 ∈ Γy1 and hence γ1(y1) = γ2(y2) as

required. It is also easy to see that Ψ is surjective. Finally, if we have γ1(y1) = γ2(y2)
we get y1 = y2 since y1, y2 ∈ Y , thus γ−1

1 γ2 ∈ Γy1 and therefore γ1Γy1 = γ2Γy1 = γ2Γy2 .
Hence Ψ is injective. It is clear that Ψ is preorder-preserving and preorder-reflecting
since ≤ is induced by ≤P . �

Remark 1.4.2 Note that by the previous proposition we are now allowed to restrict our-
selves to group annotated preordered sets where the group acts on the base set. For a
group annotated preordered set (Y,≤y, (Gy)y∈Y , λ) we are then able to expose a group
action by

gy := Ψ(gΨ−1(y)),

that is we set gy := x if and only if gΓy = Γx. Therefore we may omit the explicit notion
of cosets gΓy and can simply write gy.

So we can now identify every element γ(y) with the set γΓy and formulate the following
definition.

Definition 1.4.3 (Unfolding Group-anntotated Preordered Sets) Let (Y,≤, (Gy)y∈Y , λ)
be a G-annotated preordered set. Then the unfolding (or reconstruction) of (Y,≤,
(Gy)y∈Y , λ) under G is defined as

recG(Y,≤, λ) := (
⋃̇

y∈Y

G/Gy,≤r)

where
gGy ≤r hGz :⇐⇒ g−1h ∈ λ(y, z). ♦

Remark 1.4.4 The relation ≤r is well defined since g1Gy = g2Gy, h1Gz = h2Gz and
g−1
1 h1 ∈ λ(y, z) implies

g−1
2 h2 = g−1

2 g1
︸ ︷︷ ︸

∈Gy

g−1
1 h1
︸ ︷︷ ︸

∈λ(y,z)

h−1
1 h2

︸ ︷︷ ︸

∈Gz

∈ Gyλ(y, z)Gz ⊆ λ(y, z).

We may remark that this definition can be generalized easily to binary relation transver-
sals.

Definition 1.4.5 (Unfolding Binary Relation Transversals) Let Y = (Y,R,G,
(Gy)y∈Y , λ) a binary relation transversal. Then the unfolding (or reconstruction) of
Y is given by

rec(Y ) = (
⋃̇

y∈Y

G/Gy, Rrec)

where
y1Gz1 Rrec y2Gz2 :⇐⇒ y−1

1 y2 ∈ λ(z1, z2). ♦
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1.4 Unfolding Group-annotated Preordered Sets

We are now going to show what can be expected: that unfolding of a folding of a
preordered set yields an isomorphic copy of the original preordered set and that unfolded
isomorphic group-annotated preordered sets are again isomorphic. But we also want to
prove that folding an unfolding of a group-annotated preordered set is isomorphic to the
original group-annotated preordered set. To do this we need the following observation
which can again be found in [Zw].

Proposition 1.4.6 Let G be a group, Y be a set and (Gy | y ∈ Y ) be a family of
subgroups such that

⋂

g∈G,y∈Y

gGyg
−1 = { eG }

where eG is the neutral element of G. Then with N := ˙⋃
y∈Y G/Gy the mapping

ι : G −→ SN
g 7−→ (N,N, hGy 7−→ ghGy)

is an injective group homomorphism.

Proof Let g ∈ G. Then (hGy 7−→ ghGy) ∈ SN since (hGy 7−→ g−1hGy) is the inverse
mapping. Clearly ι is a group homomorphism since

ι(gh) = (N,N, lGy 7−→ ghlGy)

= (N,N, lGy 7−→ glGy) ◦ (N,N, lGy 7−→ hlGy)

= ι(g) ◦ ι(h).

To show that ι is injective let g ∈ G such that ι(g) = id. Then we have hGy = ghGy for
every hGy ∈ N and therefore

g ∈
⋂

h∈G,y∈Y

hGyh
−1 = { eG }

thus g = eG and ι is injective. �

We shall call ι[G] the (faithful) permutation representation of G. With this we are now
able to prove the following result.

Proposition 1.4.7 Let (Y,≤Y , (Gy)y∈Y , λ) be a G-annotated preordered set. Then the
unfolding recG(Y,≤Y , (Gy)y∈Y , λ) is a preordered set such that ι[G] is a subgroup of its
automorphism group.

Proof Let (P,≤) = recG(Y,≤Y , (Gy)y∈Y , λ). Then gGy ≤ gGy since g−1g = id ∈ λ(y, y)
and if we have gGy ≤ hGz ≤ lGu it is g−1h ∈ λ(y, z) and h−1l ∈ λ(z, u), thus g−1l =
g−1hh−1l ∈ λ(y, z)λ(z, u) ⊆ λ(y, u) and therefore ≤ is transitive. Hence (P,≤) is a
preordered set. Now by Proposition 1.4.6 the mapping

ι : G −→ SP
g 7−→ (P, P, hGy 7−→ ghGy)
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1 Preorder Orbifolds

is a group monomorphism and for g ∈ G we have

hGz ≤ lGu ⇐⇒ h−1l ∈ λ(z, u)

⇐⇒ (gh)−1(gl) ∈ λ(z, u)

⇐⇒ ghGz ≤ glGu

⇐⇒ ι(g)(hGy) ≤ ι(g)(lGu)

where hGz, lGu ∈ P . Therefore ι[G] ≤ Aut(P,≤) as required. �

Corollary 1.4.8 Let (Y,≤Y , (Gy)y∈Y , λ) be a G-annotated preordered set where ≤Y is
an order relation on Y and λ(y, y) = Gy for all y ∈ Y . Then recG(Y,≤Y , (Gy)y∈Y , λ) is
an ordered set such that ι[G] is a subgroup of its automorphism group.

Proof Let (P,≤) = recG(Y,≤Y , (Gy)y∈Y , λ). Let gGy, hGz ∈ P with gGy ≤ hGz and
hGz ≤ gGy. Then h−1g ∈ λ(y, z) and g−1h ∈ λ(z, y) hence y ≤Y z and z ≤Y y. Since ≤Y

is antisymmetric we get y = z and g−1h ∈ λ(y, y) = Gy. This yields gGy = hGy = hGz

as required. The rest follows from Proposition 1.4.7. �

Now we can apply our intuitive idea of unfolding group-annotated preordered sets
if we already have a preorder orbifold. This might in some cases simplify necessary
calculations.

Proposition 1.4.9 Let (Y,≤Y , (Γy)y∈Y , λ) be a preorder orbifold under Γ and let (Q,≤Q)
be the pair obtained by

Q := { γ(x) | γ ∈ Γ, x ∈ P }

and
γ1(x) ≤Q γ2(y) ⇐⇒ γ−1

1 γ2 ∈ λ(x, y).

Then (Q,≤Q) is a well-defined preordered set and is isomorphic to recΓ(Y,≤Y , (Γy)y∈Y , λ).

Proof It has already been shown in Remark 1.4.4 that ≤Q is well defined. Clearly ≤Q is
reflexive since id ∈ λ(x, x), so γ(x) ≤Q γ(x) for each γ ∈ Γ and x ∈ Y . Furthermore ≤Q

is transitive since λ(x, y)λ(y, z) ⊆ λ(x, z). Hence (Q,≤Q) is a well-defined preordered
set.

Now let β ∈ Γ, γ1(x1), γ2(x2) ∈ Q. Then

γ1(x1) ≤Q γ2(x2) ⇐⇒ γ−1
1 γ2 ∈ λ(x1, x2)

⇐⇒ (βγ1)
−1βγ2 ∈ λ(x1, x2)

⇐⇒ βγ1(x1) ≤Q βγ2(x2)

thus β ∈ Aut(Q,≤Q) and hence Γ ≤ Aut(Q,≤Q). It follows that Y is a transversal of
the orbits of Γ on Q.

Let (P,≤) = recΓ(Y,≤Y , (Γy)y∈Y , λ). Now because of

γ1(x1) ≤Q γ2(x2) ⇐⇒ γ−1
1 γ2 ∈ λ(x, y) ⇐⇒ γ1Gx1 ≤ γ2Gx2

we can apply Proposition 1.4.1 and get (P,≤) ∼= (Q,≤Q). �
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1.4 Unfolding Group-annotated Preordered Sets

Example 1.4.10 We like to compute the unfolding of the preorder orbifold computed in
Example 1.2.2, 2). By Proposition 1.4.9 we can do this without considering disjoint
unions of cosets. Let (Z,≤Z , (Gz)z∈Z , λZ) = rep〈x 7−→x+2〉(Z,≤Z). Then we find as a
base set for the unfolding

Zrec = { γ(z) | γ ∈ 〈x 7−→ x+ 2〉 , z ∈ Z }

= { 2k + z | z ∈ { 0, 1 }, k ∈ Z }

= Z.

For 2k1 + z1, 2k2 + z2 ∈ Zrec we have

2k1 + z1 ≤rec 2k2 + z2 ⇐⇒ (x 7−→ x+ 2(k2 − k1)) ∈ λZ(z1, z2)

⇐⇒ z1 ≤Z 2(k2 − k1) + z2

⇐⇒ 2k1 + z1 ≤Z 2k2 + z2

hence≤rec = ≤Z and therefore rec〈x 7−→x+2〉(rep〈x 7−→x+2〉(Z,≤Z)) ∼= (Zrec,≤rec) = (Z,≤Z).
♦

The next theorem covers a general property of unfolding isomorphic, group-annotated
preordered sets.

Theorem 1.4.11 Let Y 1 = (Y1,≤Y1 , (G1,y)y∈Y1 , λY1) be a G1-annotated preordered set
and Y 2 = (Y2,≤Y2 , (G2,y)y∈Y2 , λY2) be a G2-annotated preordered set with Y 1

∼= Y 2.
Then recG1

(Y 1)
∼= recG2

(Y 2).

Proof Let P 1 = (P1,≤1) = recG1
(Y 1) and P 2 = (P2,≤2) = recG2

(Y 2). Let α, δ and ϕ
as in Definition 1.3.1. Then we define

ψ : P1 −→ P2

g1G1,y 7−→ δ(g1)ϕ(y)
−1G2,α(y).

One might be tempted to compare this definition to the one found in Lemma 1.3.5
and indeed this theorem together with the following one yields a generalization of this
statement. The proof now is very similar to the one of Lemma 1.3.5.

First of all ψ is well-defined. To see this let gG1,y, hG1,z ∈ P1 with gG1,y = hG1,z.
Then y = z and thus g−1hG1,y = G1,y. Therefore g−1h ∈ G1,y. It follows that δ(g−1h) ∈
δ[G1,y] = ϕ(y)−1G2,α(y)ϕ(y) and hence

(δ(g)ϕ(y)−1)−1(δ(h)ϕ(y)−1) ∈ G2,α(y)

which is equivalent to

δ(g)ϕ(y)−1G2,α(y) = δ(h)ϕ(y)−1G2,α(y)

as required.
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1 Preorder Orbifolds

One can verify that the mapping

ψ̄ : P2 −→ P1

βG2,y 7−→ δ−1(βϕ(α−1(y)))G1,α−1(y)

is inverse to ψ, hence ψ is bijective.
Now let gG1,y, hG1,z ∈ P1. Then we have

gG1,y ≤1 hG1,z ⇐⇒ g−1h ∈ λY1(y, z)

⇐⇒ δ(g)−1δ(h) ∈ ϕ(y)−1λY2(α(y), α(z))ϕ(z)

⇐⇒ (δ(g)ϕ(y)−1)−1(δ(h)ϕ(z)−1) ∈ λY2(α(y), α(z))

⇐⇒ ψ(gG1,y) ≤2 ψ(hG1,z)

so ψ is preorder-preserving and preorder-reflecting and thus P 1
∼= P 2 as required. �

Corollary 1.4.12 Let Y 1 = (Y1,≤Y1 , (G1,y)y∈Y1 , λY1) be a G1-annotated preordered set
and Y 2 = (Y2,≤Y2 , (G2,y)y∈Y2 , λY2) be a G2-annotated preordered set with Y 1

∼= Y 2.
Then there exists a preorder automorphism ψ : recG1

(Y 1) 7−→ recG2
(Y 2) such that

ι[G1] = ψ−1ι[G2]ψ.

Proof Let ψ as in the proof of Theorem 1.4.11. Then one can see that ψι[G1]ψ
−1 ⊆

ι[G2] and ψ−1ι[G2]ψ ⊆ ι[G1] similar to the proof of Lemma 1.3.5. This shows ι[G1] =
ψ−1ι[G2]ψ. �

Finally we see that our idea of unfolding preorder orbifolds is indeed the inversion of
folding preordered sets.

Theorem 1.4.13 Let P = (P,≤P ) be a preordered set, Γ ≤ Aut(P ) and (Q,≤Q, (Gq)q∈Q, λQ)
a G-annotated preordered set. Then

1) recΓ(repΓ(P,≤P )) ∼= (P,≤P ) and

2) repι[G](recG(Q,≤Q, (Gq)q∈Q, λQ))
∼= (Q,≤Q, (Gq)q∈Q, λQ).

Proof The claim 1) has already been proven in Proposition 1.4.1. For 2) to see let
repι[G](recG(Q,≤Q, (Gq)q∈Q, λQ)) = (S,≤S , (Ḡs)s∈S , λS) where Ḡs ≤ ι[G] for each s ∈ S.
Let us choose for every q ∈ Q a gq ∈ G such that gqGq ∈ S. We then define

α : Q −→ S
q 7−→ gqGq.

It is obvious that α is bijective since the mapping gqGq 7−→ q describes the inverse
mapping of α. Furthermore by Proposition 1.4.6 the mapping ι : G 7−→ ι[G] is a group
isomorphism. Finally we define

ϕ : Q −→ ι[G]
q 7−→ ι(g−1

q ).
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1.5 Visualization of Group-annotated Preordered Sets

We then observe that α(q) = gqGq = ϕ(q)−1Gq for q ∈ Q. With this we obtain

ϕ(p)−1λS(α(p), α(q))ϕ(q) = ϕ(p)−1{ ι(g) ∈ ι[G] | α(p) ≤recG ι(g)α(q) }ϕ(q)

= ϕ(p)−1{ ι(g) ∈ ι[G] | ϕ(p)−1Gp ≤recG gϕ(q)−1Gq }ϕ(q)

= { ι(g) ∈ ι[G] | Gp ≤recG gGq }

= { ι(g) ∈ ι[G] | g ∈ λQ(p, q) }

= ι[λQ(p, q)]

and

ϕ(p)−1Ḡα(p)ϕ(p) = ϕ(p)−1{ ι(g) ∈ ι[G] | ι(g)(α(p)) = α(p) }ϕ(p)

= ϕ(p)−1{ ι(g) ∈ ι[G] | gϕ(p)−1Gq = ϕ(p)−1Gq }ϕ(p)

= { ι(g) ∈ ι[G] | gGq = Gq }

= ι[Gq]

where p, q ∈ Q and ≤recG is the preorder relation of recG(Q,≤Q, (Gq)q∈Q, λQ). Thus we
get (Q,≤Q, (Gq)q∈Q, λQ) ∼= repι[G](recG(Q,≤Q, (Gq)q∈Q, λQ)) as required. �

1.5 Visualization of Group-annotated Preordered Sets

Now that we have a precise understanding of how to fold and unfold preordered sets it
would be nice to have a way to visualize preorder orbifolds in a similar way as can be
done with ordered or preordered sets. We shall see that the notion of order diagrams
can be generalized to perform this task. The generalization will lead to the concept of
group-annotated preorder diagrams in the same way as folding preordered sets leads to
group-annotated preordered sets.

Firstly we start with a simple yet important observation.

Proposition 1.5.1 Let G = (G, ◦) be a group, P = (P,≤P ) be a preordered set and
((Gp)p∈P , λ) be a G-annotation of P . Then for all a, b ∈ P it is

Ga ◦ λ(a, b) ◦Gb = λ(a, b).

Proof Since Ga ⊆ λ(a, a) and λ(a, a) ◦ λ(a, b) ◦ λ(b, b) ⊆ λ(a, b) we only have to show
that λ(a, b) ⊆ Ga ◦ λ(a, b) ◦Gb. But this is clear since eG ∈ Ga, eG ∈ Gb where eG is the
neutral element of G. �

What this proposition gives us is that every annotation of a pair (a, b) where a 6= b
can be written as a union of double cosets

λ(a, b) =
⋃

c∈λ(a,b)

GacGb.
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1 Preorder Orbifolds

Since double cosets yield, in the same way as cosets do, a partition of λ(a, b) we can
choose representatives of the double cosets instead of remembering the whole set λ(a, b).
We can further observe that the sets

λ(a, b) \
⋃

a<c<b

λ(a, c) ◦ λ(c, b) =
⋃

d∈λ(a,b),

d 6∈λ(a,c)◦λ(c,b),

a<c<b

GadGb

are also disjoint unions of double cosets. Therefore we can abridge the annotation func-
tion λ in a considerable way.

Definition 1.5.2 (Abridged Annotation Function) Let Y = (Y,≤Y , (Gy)y∈Y , λY )
be a G-annotated preordered set. Let for each a, b ∈ Y with a 6= b denote with λabr(a, b)
a set of representatives of

λY (a, b) \
⋃

a<Y c<Y b

λY (a, c) ◦ λY (c, b).

Then the mapping λabr is called an abridged annotation function of Y .
Let eG denote the neutral element of G. If eG ∈ λabr(a, b) whenever eG can be chosen

as a representative of a double coset of λY (a, b) \
⋃

a<Y c<Y b λY (a, c) ◦ λY (c, b) then λabr
is said to be a normalized abridged annotation function of Y . ♦

Remark 1.5.3 Double cosets are an abstract notion from group theory but they allow an
interpretation in the case of folding a preordered set. For this let P = (P,≤) be such
a preordered set and let Γ ≤ Aut(P ). Then we want to consider the folding repΓ(P )
and in particular the interpretation of double cosets of annotations λ(a, b) in the original
structure P .

So we fix an abridged annotation function λabr, a, b ∈ P and choose an automorphism
β ∈ λabr(a, b). Then we know that

a ≤ β(b)

by definition. But we know for all γ ∈ Γa ◦ β ◦ Γb that

a ≤ γ(b) = γaβγb(b) = γaβ(b)

with γ = γa ◦ β ◦ γb and γa ∈ Γa, γb ∈ Γb. On the other hand we know with γa ∈ Γa that
a = γa(a) ≤ γaβ(b). Therefore the double coset Γa ◦ β ◦ Γb corresponds to the collection
of all elements { γaβ(b) | γa ∈ Γa } in a bijective way. But this allows us to directly see
the number of cosets and some representatives from a preorder diagram if a⋖ b: For the
element a compute its stabilizer Γa. Then compute the orbits of Γa on Γ(b) and for every
orbit containing an element above a choose an automorphism β ∈ Γ which maps b into
this orbit. Then the collection of all those automorphisms will be a set of representatives
for the double cosets of λ. Note that for the general case a ≤ b one has to take into
account that certain double cosets might not occur because of the set difference we used
to define abridged annotation functions.
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b

a

b b

Γ(b)

b β1(b) b β2(b)

. . .
!

b

a

bb

Γa \\Γ(b)

b β1(b) b β2(b)

. . .
!

b

a

b b

β1, β2, . . .

Figure 1.5: Interpretation of double cosets when folding preordered sets.

If we now want to draw a group-annotated preordered set we simply draw a preorder
diagram with each edge attached to its abridged annotation given by an abridged anno-
tation function. We might omit the annotation if it is trivial, i.e. the neutral element
of the group is the only representative. In the special case of Proposition 1.2.7 we can
simplify the annotation even more because Ga = λY (a, a) for all a ∈ Y , therefore we do
not have to mention Ga explicitly since it can be computed easily from the element a
itself.

Example 1.5.4 Let us consider Example 1.2.8 again. The annotation function shown in
table 1.1 can be abridged to the annotation function

λabr(
bb

b b ,
bb

b b ) = { (1) } λabr(
bb

b b ,
bb

b b ) = ∅

λabr(
bb

b b ,
bb

b b ) = ∅ λabr(
bb

b b ,
bb

b b ) = ∅

λabr(
bb

b b ,
bb

b b ) = ∅ λabr(
bb

b b ,
bb

b b ) = { (23) }

λabr(
bb

b b ,
bb

b b ) = { (23) } λabr(
bb

b b ,
bb

b b ) = ∅

λabr(
bb

b b ,
bb

b b ) = ∅ λabr(
bb

b b ,
bb

b b ) = { (1) }

λabr(
bb

b b ,
bb

b b ) = { (24) } λabr(
bb

b b ,
bb

b b ) = { (1) }

♦

With the help of this abridged annotation function we can now draw the preorder orbifold
of the connected graphs on 4 vertices by the full symmetric group on 4 elements very
concisely as can be seen in Figure 1.6. Note that this diagram contains all information
of the original ordered set.

23



1 Preorder Orbifolds

bb

b b

bb

b b

bb

b b

bb

b b

bb

b b

bb

b b

(23) (23)

(24)

Figure 1.6: Preorder Orbifold of the connected graphs on 4 vertices by the full symmetric
group on 4 elements.

In some cases it might be possible that we have to draw edges in the preorder diagram
we normally do not have to draw. These edges then have to be drawn if they have a
nonempty abridged annotation since otherwise we would lose information in the graphical
visualization.

Example 1.5.5 Let us consider the lattice L shown in Figure 1.7 together with the auto-
morphism

α = (⊥)(123)(456)(789)(⊤).

We would like to compute the preorder orbifold repΓ(L) where Γ = 〈α〉 = ({ (1), α, α2 }, ◦).
The result is also shown in Figure 1.7 and we see that we had to draw an additional edge
not to lose information given by the annotation function.

This special case motivates the following definition.

Definition 1.5.6 (Long Edges) Let Y = (Y,≤Y , (Gy)y∈Y , λY ) be a G-annotated pre-
ordered set and let λabr be an abridged annotation function of Y . A pair (a, b) where
a, b ∈ Y is called a long edge of Y if and only if

• λabr(a, b) 6= ∅ and

• there exists c ∈ Y with a <Y c <Y b. ♦

One might ask whether the occurrence of long edges depends on the choice of the
abridged annotation function. The following proposition answers this question.
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⊥

1 2 3

4 5 6

7 8 9

⊤

⊥

1

4

7

⊤

α

♦

Figure 1.7: An example lattice L and one lattice orbifold of L by Γ, taken from [Zw].

Proposition 1.5.7 Let Y 1 = (Y1,≤Y1 , (G1,y)y∈Y1 , λY1) be a G1-annotated preordered
set and Y 2 = (Y2,≤Y2 , (G2,y)y∈Y2 , λY2) be a G2-annotated preordered set with Y 1

∼= Y 2

and α a corresponding preorder automorphism. Let λabr,1 be an abridged annotation
function of Y 1 and λabr,2 be an abridged annotation function of Y 2. Then |λabr,1(a, b)| =
|λabr,2(α(a), α(b))| for all a, b ∈ Y .

Proof Let a, b ∈ Y . Let δ : G1 −→ G2 and ϕ : Y1 −→ G2 such that

δ[λY1(a, b)] = ϕ(a)−1λY2(α(a), α(b))ϕ(b) and δ[G1,y] = ϕ(y)−1G2,α(y)ϕ(y).

We define the bijective mapping

ζ : λY1(a, b) −→ λY2(α(a), α(b))
x 7−→ ϕ(a)δ(x)ϕ(b)−1.

Then ζ maps double cosets of G1,a and G1,b to double cosets of G2,α(a) and G2,α(b) because

ζ[G1,axG1,b] = ϕ(a)δ[G1,a]δ(x)δ[G1,b]ϕ(b)
−1

= G2,α(a)ϕ(a)δ(x)ϕ(b)
−1G2,α(b)

= G2,α(a)ζ(x)G2,α(b).

This shows that G1,axG1,b 7−→ G2,α(a)ζ(x)G2,α(b) is well defined and bijective and hence

|λabr,1(a, b)| = |{G1,axG1,b | x ∈ λY1(a, b) }| = |{G2,α(a)yG2,α(b) | y ∈ λY2(a, b) }|

= |λabr,2(α(a), α(b))|. �

With this we get the independence of the existence of long edges of the choice of the
abridged annotation function.
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Corollary 1.5.8 Let Y = (Y,≤Y , (Gy)y∈Y , λY ) be a G-annotated preordered set and
λabr an abridged annotation function of Y . Then for every abridged annotation function
λ′abr of Y it holds

λabr(a, b) = ∅ ⇐⇒ λ′abr(a, b) = ∅.

Proof This follows from Proposition 1.5.7, the fact that Y ∼= Y and λabr(a, b) = ∅ ⇐⇒
|λabr(a, b)| = 0. �

Now the occurrence of long edges when folding preordered sets allows an easy charac-
terization by means of the original preordered set and the chosen automorphism group.

Proposition 1.5.9 Let P = (P,≤P ) be a preordered set, Y = (Y,≤Y , (Gy)y∈Y , λY )
a preorder orbifold of P under some group Γ ≤ Aut(P ) of automorphisms. Then for
p, q ∈ Y the following conditions are equivalent:

1. (p, q) is a long edge of Y and

2. there exist α, β ∈ Γ and x ∈ P such that p is lower neighbor of β(q) in P , p <P x
and α(x) <P β(q).

Proof The situation is shown in Figure 1.8.

p

x

q

β ⇐⇒

p

x α(x)

β(q)

⋖

Figure 1.8: Situation where long edges appear in a preorder orbifold.

(=⇒) Let (p, q) be a long edge in Y and let λabr be an abridged annotation function
of Y . Then λabr(p, q) 6= ∅ and there exists r ∈ Y with p <Y r <Y q. Hence there exists
β ∈ λabr(p, q) with p <P β(q). Suppose there exists s ∈ P with p <P s <P β(q). Then
there exists γ ∈ Γ with γ(s) ∈ Y and then β = γ−1γβ ∈ λ(p, γ(s)) ◦λ(γ(s), q) and hence
β 6∈ λabr(p, q), a contradiction. Therefore p is lower neighbor of β(q). Furthermore there
exist β1 ∈ λY (p, r) and β2 ∈ λY (r, q) with p <P β1(r) and r <P β2(q). Now we define
x := β1(r) and α := ββ−1

2 β−1
1 . Then p <P x and α(x) <P β(q) as required.

(⇐=) Let α, β ∈ Γ and x ∈ P such that p is lower neighbor of β(q) in P , p <P x
and α(x) <P β(q). Let y ∈ Y with p <Y y <Y q and suppose β ∈ λ(p, y)λ(y, q).
Then there exist β1 ∈ λ(p, y) and β2 ∈ λ(y, q) with β = β1β2. Then p <P β1(y)
and β1(y) <P β1β2(q) in contradiction to p being a lower neighbor of β(q). Therefore
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there exists an abridged annotation function λabr of Y such that β ∈ λabr(p, q) and
by Proposition 1.5.7 every abridged annotation function λabr satisfies λabr(p, q) 6= ∅.
Furthermore there exists γ ∈ Γ such that γ(x) ∈ Y . Then p <Y γ(x) and γ(x) <Y q and
thus (p, q) is a long edge of Y . �

1.6 A GAP package for orbifolds

To illustrate the rather theoretical view on group-annotated preordered sets an imple-
mentation in GAP, a computer algebra system specialized in group theory, has been made
providing basic functionalities together with general binary relation structures and group-
annotated binary relation structures. The package is named ctxorb and is freely available
through http://www.math.tu-dresden.de/~borch/math/ctxorb/. The purpose of this
paragraph is to give an impression of this package by means of an example.

Example 1.6.1 This example intents to show the basic usage of ctxorb when dealing
with binary relation structures and binary relation structure orbifolds.

After starting GAP from the command line we firstly load ctxorb

gap> LoadPackage("ctxorb");

GAP package for context orbifolds in version 0.1

true

gap>

Now we are able to construct binary relation structures:

gap> brs := BinaryRelationStructure([1,2,3],[1,2,3],\<);

Binary Relation Structure

gap> Display(brs);

Binary Relation Structure

Source: [ 1, 2, 3 ]

Sourcenames: [ 1, 2, 3 ]

Range: [ 1, 2, 3 ]

Rangenames: [ 1, 2, 3 ]

Relation:

.xx

..x

...

gap>

This constructs a binary relation structure brs as2 ({ 1, 2, 3 }, { 1, 2, 3 }, <) and the com-
mand Display gives us a more detailed output of the binary relation structure. The out-
put given may be a little bit confusing since the set { 1, 2, 3 }, here printed as [ 1, 2, 3 ],

2The backslash \ in front of the < sign is necessary for GAP to interpret the < sign as a variable.
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is displayed four times, whereas we only would expect it twice. This comes from a ba-
sic principle of the package ctxorb, which it has borrowed from the package grape

(see [GRAPE]), a GAP package for working with graphs and on which ctxorb is imple-
mented: every element of the source and the range of the binary relation structure, that
is every element of the first and second argument of the constructor, is assigned an index
to, starting with 1. This index is the internal representation of this element as a member
of the binary relation structure object and all computations are done internally only by
means of these indices.

gap> brs2 := BinaryRelationStructure([7,8,9],[10,11,12],\<);

Binary Relation Structure

gap> Display(brs2);

Binary Relation Structure

Source: [ 1, 2, 3 ]

Sourcenames: [ 7, 8, 9 ]

Range: [ 4, 5, 6 ]

Rangenames: [ 10, 11, 12 ]

Relation:

xxx

xxx

xxx

gap>

Here we see that the element 7 gets the index 1, the element 8 gets the index 2 and so
on, so finally the source and the range of the binary relation structure brs2 consist of all
the indices { 1, 2, 3 } and { 4, 5, 6 } respectively. In contrast to this are the names of the
indices the original arguments given to the constructor. They can be retrieved easily:

gap> BinaryRelationStructureSourceName(brs2, 2);

8

gap> BinaryRelationStructureRangeName(brs2,6);

12

gap>

Sometimes it is even desirable to have more complex objects as elements of the source and
the range of a binary relation structure. For this one has to know that the constructor
for binary relation structures expects sets as arguments, which are represented in GAP as
sorted lists. If the constructor does not get proper sets it may issue a confusing error:

gap> brs3 := BinaryRelationStructure([7,8,9],[9,8,7],\<);

<obj> must be a function (not a boolean)

gap>

This error can be eliminated with the GAP function AsSet, which converts lists into GAP

sets:
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gap> brs3 := BinaryRelationStructure(AsSet([7,8,9]),AsSet([9,8,7]),\<);

Binary Relation Structure

gap>

Now that we have constructed binary relation structures we are able to compute their
automorphism groups and fold them by subgroups of their automorphism groups.

gap> brs4 := BinaryRelationStructure([1..10],[1..10],

> function(x,y)

> return (x+y) mod 2 = 0;

> end);

Binary Relation Structure

gap> Display(brs4);

Binary Relation Structure

Source: [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ]

Sourcenames: [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ]

Range: [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ]

Rangenames: [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ]

Relation:

x.x.x.x.x.

.x.x.x.x.x

x.x.x.x.x.

.x.x.x.x.x

x.x.x.x.x.

.x.x.x.x.x

x.x.x.x.x.

.x.x.x.x.x

x.x.x.x.x.

.x.x.x.x.x

gap> AutomorphismGroup(brs4);

Group([ (8,10), (6,8), (4,6), (2,4), (7,9), (5,7), (3,5),

(1,2)(3,4)(5,6)(7,8)(9,10) ])

gap> StructureDescription(last);

"(S5 x S5) : C2"

gap>

The function StructureDescription gives a mathematical interpretation of a given
group. In our case the string "(S5 x S5) : C2" means that the automorphism group of
brs4 is isomorphic to (S5 × S5)⋊ C2, where C2 is the cyclic group with 2 elements.

Now if we want to compute the binary relation structure orbifold of brs4 under its
automorphism group we get a group annotated binary relation structure with a full
annotation function (in form of a table). This table might be very large and therefore
unsuitable for output. To get an abridged annotation of the orbifold we use the method
AbridgedAnnotation on brs4. This abridged annotation will also be displayed instead
of the full annotation on further calls to Display.
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gap> fld_brs := FoldBinaryRelationStructure(brs4);

Group Annotated Binary Relation Structure with Size 1x1x1

gap> Display(fld_brs);

# lots of output

gap> AbridgedAnnotation(fld_brs);

[ [ [ 1, 1 ], [ (), (1,3) ] ] ]

gap> Display(fld_brs);

Group Annotated Binary Relation Structure:

Underlying Binary Relation Structure:

Binary Relation Structure

Source: [ 1 ]

Sourcenames: [ 1 ]

Range: [ 1 ]

Rangenames: [ 1 ]

Relation:

x

Group: Group( [ ( 8,10), ( 6, 8), ( 4, 6), ( 2, 4), ( 7, 9), ( 5, 7),

( 3, 5), ( 1, 2)( 3, 4)( 5, 6)( 7, 8)( 9,10) ] )

Abridged Annotation:

eta(1, 1) = [ (), ( 1, 3) ]

gap>

We shall consider a more complicated example in section 2.3 to give more insight into the
usage of ctxorb. For more information one might also want to consult the help system
coming with ctxorb which is available online or directly from the GAP commandline by
issuing

gap> ?ctxorb

and navigating forward and backward with ?> and ?< respectively, or by directly asking
for information on particular functions with

gap> ?BinaryRelationStructure ♦
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What we are now going to do is to transform most of the results we have obtained in
chapter 1 from preordered sets to (formal) contexts to get context orbifolds and group-
annotated contexts. As we shall see this transformation is mostly straight forward and
nearly all of the proofs can already be found in the previous chapter. But we shall also
see that we can do more: it is possible to define a special kind of context derivation for
context orbifolds which is strongly correlated to the derivation in original contexts. By
the help of this notion we are even able to construct the lattice orbifold of the concept
lattice of a context out of the context orbifold of the same context.

2.1 Context Orbifolds and Group-annotated Contexts

To fold contexts we simply do the same what we have done when folding preordered sets.
To have a concise notation let us first introduce some conventions: Let K = (G,M, I)
be a context and Γ ≤ Aut(K). Then every α ∈ Γ is traditionally interpreted as a pair of
permutations acting on the objects and attributes respectively. For the purpose of clarity
we may here consider a context automorphism differently, that is as a permutation on
G ∪̇M with

α[G] = G,α[M ] =M.

Furthermore for all g ∈ G,m ∈M it holds

g I m ⇐⇒ α(g) I α(m).

Now we see that context automorphisms are a special kind of automorphisms of the
binary relation structure (G ∪̇M,G ∪̇M, Ĩ) with

(g,m) ∈ I ⇐⇒ (g,m) ∈ Ĩ ,

thus we can easily transform the ideas of the preceding chapter to contexts and context
orbifolds.

2.1.1 Context Orbifolds and Group-annotated Contexts

Definition 2.1.1 (Context Orbifold) Let K = (G,M, I) be a context and Γ ≤ Aut(K).
Let YG a transversal of the orbits of Γ on G and YM a transversal of the orbits of Γ on
M . We further define

η : YG × YM −→ P(Γ)
(g,m) 7−→ {α ∈ Γ | g I α(m) }
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and
Irep = { (g,m) ∈ YG × YM | η(g,m) 6= ∅ }.

Then the tuple

repΓ(K) := (YG, YM , Irep, (Γg)g∈YG
, (Γm)m∈YM

, η)

is called a context orbifold (or representation) of K under Γ. ♦

Example 2.1.2 1) We may have a look at the context shown in Figure 2.1. The context

K =

I 1 2 3 5 6 7

1 × × × ×
2 × × × ×
3 × × × ×

5 ×
6 ×
7 ×

α = (αG, αM ) = ((123)(567), (123)(567)),
Γ = 〈α〉 = ({ id, α, α2 }, ◦)

Figure 2.1: Standard context of the lattice L depicted in Figure 1.1.

K = (G,M, I) is the standard context of the lattice L of Figure 1.1 together with a
context automorphism α and the group Γ generated by α. We want to compute a
context orbifold of K under Γ. For this we choose as transversals of the orbits of Γ
on G and M , respectively, the sets

YG = { 1, 5 } and YM = { 1, 5 }

and we obtain the Γ-annotated context shown in Figure 2.2.

1 5

1 { id } Γ
5 ∅ { id }

Figure 2.2: A context orbifold of 2.1 under Γ.

2) Let M be a set and ∆M be the diagonal relation on M , that is

∆M = { (m,m) | m ∈M }.

The context K = (M,M,∆M ) has as context automorphisms the mappings α for
each α ∈ SM acting on the objects and the attributes simultaneously. Defining Γ
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2.1 Context Orbifolds and Group-annotated Contexts

as the group of automorphisms induced by SM and choosing one arbitrary element
m ∈M the Γ-annotated context

m

m Γm

represents a context orbifold of K by Γ.

3) Let us consider the ordinal scale (Z,Z,≤) and the context automorphism α =
(Z,Z, x 7−→ x + 2). Let Γ = 〈α〉. If we choose as a transversal of the orbits of
Γ the set { 0, 1 } we get the context orbifold

0 1

0 { (Z,Z, x 7−→ x+ 2k) | k ≥ 0 } { (Z,Z, x 7−→ x+ 2k) | k ≥ 0 }
1 { (Z,Z, x 7−→ x+ 2k) | k > 0 } { (Z,Z, x 7−→ x+ 2k) | k ≥ 0 }

which is “the corresponding” context orbifold of the preorder orbifold of Exam-
ple 1.2.2, 2). ♦

Now we can, in nearly the same way as we did for preorder orbifolds, define an abstract
structure for context orbifolds.

Definition 2.1.3 (Group-annotated Context) Let K = (G,M, I) be a context and
H be a group. Let η : G×M −→ P(H) satisfying η(g,m) 6= ∅ if and only if g I m and
let (Hg)g∈G, (Hm)m∈M be families of subgroups of H such that

⋂

h∈H,g∈G

h−1Hgh ∩
⋂

h∈H,m∈M

h−1Hmh = { eH }

where eH is the neutral element of H. Then the tuple

(G,M, I, (Hg)g∈G, (Hm)m∈M , η)

is said to be an H-annotated context of K. The triple ((Hg)g∈G, (Hm)m∈M , η) is called
the corresponding H-annotation of the H-annotated context. ♦

Proposition 2.1.4 Let Y = (YG, YM , Irep, (Γg)g∈YG
, (Γm)m∈YM

, η) be a context orbifold
of K = (G,M, I) under the group Γ ≤ Aut(K). Then Y is an Γ-annotated context.

Proof Clearly it is yg Irep ym ⇐⇒ η(yg, ym) 6= ∅ by definition for all yg ∈ YG, ym ∈ YM .
Furthermore it is

⋂

β∈Γ,y∈G∪̇M

β−1Γyβ =
⋂

β∈Γ,y∈G∪̇M

Γβ(y) = { id }

since the only automorphism of K fixing all g ∈ G and m ∈ M must be the identity
mapping. Hence Y is a Γ-annotated context. �
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2 Context Orbifolds

Remark 2.1.5 Because of group-annotated contexts being (in some sense) relation transver-
sals we are able to give a representation of η(g,m) as disjoint union of double cosets,
i.e.

η(g,m) =
⋃̇

α∈R

HgαHm

where R is a set of representatives. We therefore may define the notion of an abridged
annotation function ηabr as a set of double coset representatives of η(g,m) for every pair
(g,m) ∈ G×M . Note that in contrast to λabr we have that

η(g,m) = η(g,m) \
⋃

gIyIm

η(g, y) ◦ η(y,m)

since no such y exists, as we always consider the sets G and M to be disjoint, therefore
a (useful) reduction as has been done for λabr is not possible.

2.1.2 Isomorphy of Group-annotated Contexts

Now we can ask the same question we have already asked for preorder orbifolds: Are
two context orbifolds of one context to be considered the same or are they inherently
different? Because of the results we have gotten for preorder orbifolds we can expect
them to be isomorphic in some sense. The definition of isomorphy and all corresponding
proofs are very similar as in the case of preorder orbifolds. We start by considering
isomorphy of group annotated contexts.

Definition 2.1.6 (Isomorphy of Group-annotated Contexts) Let Yi = (Gi,Mi, Ii,
(H i,g)g∈G, (H i,m)m∈M , ηi) be an H i-annotated context for i ∈ { 1, 2 }. The two contexts
Y1 and Y2 are said to be isomorphic iff

• there exists a context isomorphism α : (G1,M1, I1) −→ (G2,M2, I2),

• there exists a group isomorphism δ : H1 −→ H2 and

• there exists a mapping ϕ : G1 ∪̇M1 −→ H2

such that

δ[η1(g,m)] = ϕ(g)−1η2(α(g), α(m))ϕ(m)

for g ∈ G1,m ∈M1 and

δ[Hy] = ϕ(y)−1Hα(y)ϕ(y)

for y ∈ G1 ∪̇M1. ♦

This definition is indeed very similar to the one of isomorphy of binary relation
transversals and therefore the following results are not a big surprise.
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2.1 Context Orbifolds and Group-annotated Contexts

Theorem 2.1.7 Let K1 = (G1,M1, I1) and K2 = (G2,M2, I2) be contexts and α :
K1 −→ K2 a context isomorphism. Furthermore let Γ1 ≤ Aut(K1),Γ2 ≤ Aut(K2) such
that

δ : Γ1 −→ Γ2

β 7−→ α ◦ β ◦ α−1

is a group isomorphism. Then repΓ1
(K1) ∼= repΓ2

(K2).

Proof The proof is the same as for Theorem 1.3.2. The only thing we have to show is
that ᾱ = ϕx ◦ α defined in the proof is actually a context automorphism, i.e. we have to
show that ᾱ[YG1 ] = YG2 , ᾱ[YM1 ] = YM2 , if YG1 , YG2 , YM1 , YM2 are the chosen transversals.
For this we observe that ᾱ[YG1 ] = ϕx[α[YG1 ]] ⊆ ϕx[G2] ⊆ YG2 and likewise for YM1 and
YM2 . Now if y ∈ YG2 there is a unique element ỹ ∈ G2 such that y ∈ Γ2(ỹ) and α(x) = ỹ
for some x ∈ YG1 . But for this element it is ᾱ(x) = ϕx(ỹ) = y. �

Lemma 2.1.8 Let K1 = (G1,M1, I1) and K2 = (G2,M2, I2) be contexts and Γ1 ≤
Aut(K1), Γ2 ≤ Aut(K2). If repΓ1

(K1) ∼= repΓ2
(K2) then there exists a context automor-

phism ψ : K1 −→ K2 such that Γ2 = ψΓ1ψ
−1.

Proof Again the proof is very similar to the one of Lemma 1.3.5, whereat we have to
show that the mapping ψ defined in the proof is a context isomorphism. We see with a
similar argument as in the previous proof that ψ[G1] ⊆ G2 and ψ[M1] ⊆ M2. With the
mapping ψ−1 we further see ψ−1[G2] ⊆ G1 and ψ−1[M2] ⊆M2 and therefore ψ[G1] = G2

and ψ[M1] =M2. �

This gives us the same characterization as for isomorphic preorder orbifolds.

Corollary 2.1.9 Let K1 and K2 be contexts and let Γ1 ≤ Aut(K1),Γ2 ≤ Aut(K2).
Then the following conditions are equivalent

1. repΓ1
(K1) ∼= repΓ2

(K2) and

2. there exists a context isomorphism α : K1 −→ K2 such that Γ2 = αΓ1α
−1. �

2.1.3 Unfolding Group-annotated Contexts

The next step is to transform the notion of unfolding to group-annotated contexts. Again
this is very similar to unfolding group-annotated preordered sets and bears no surprises.

Definition 2.1.10 (Unfolding Group-annotated Contexts) Let Y = (G,M, I,
(Hg)g∈G, (Hm)m∈M , η) an H-annotated context. Then the unfolding (or reconstruction)
of Y under H is the triple

recH(Y) = (
⋃̇

g∈G

H/Hg,
⋃̇

m∈M

H/Hm, Irec)

where
g1Hg Irec m1Hm :⇐⇒ g−1

1 m1 ∈ η(g,m). ♦
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2 Context Orbifolds

With the same argumentation as in the case of unfolding group-annotated preordered
sets the definition of unfolding group-annotated contexts is well-defined. The follow-
ing result even shows that there is actually no difference in unfolding group-annotated
contexts and unfolding relation transversals.

Corollary 2.1.11 Let K be a context, Γ ≤ Aut(K), H be a group and Y = (YG, YM , Irep,
(Hyg)yg∈YG

, (Hym)ym∈YM
, η) be an H-annotated context. Then

1) recΓ(repΓ(K)) ∼= K and

2) repι[H](recH(Y)) ∼= Y.

Proof To show 1) we observe that with a slight modification of Proposition 1.4.1 the
mapping Ψ is a relation structure isomorphism between the sets

(
⋃̇

y∈G∪̇M

Γ/Γy, Irec) and (G ∪̇M, I).

It therefore remains to show that Ψ is actually a context automorphism, that is Ψ[ ˙
⋃

g∈G Γ/Γg] =

G and Ψ[ ˙
⋃

m∈M Γ/Γm] =M . But this is easy to see since

Ψ[
⋃̇

g∈G

Γ/Γg] = { γ(g) | γ ∈ Γ } = G

and likewise for M .

To show 2) we argue similarly to the proof of Theorem 1.4.13: Let repι[H](recH(Y)) =
(ZG, ZM , IZ , (Hzg)zg∈ZG

, (Hzm)zm∈ZM
, ηZ). Then for every x ∈ YG ∪̇ YM we choose

γx ∈ Γ such that γxHx ∈ ZG ∪̇ ZM and define

α : YG ∪̇ YM −→ ZG ∪̇ ZM

x 7−→ γxHx.

Then the proof of Theorem 1.4.13 tells us that α yields the isomorphy between the binary
relation structures (YG ∪̇ YM , I) and (ZG ∪̇ ZM , IZ). Thus it again remains to show that
α is a context automorphism. But this follows immediately with

α[YG] = { γxHx | x ∈ YG } ⊆ ZG

and

α−1[ZG] = α−1[{ γHx | x ∈ YG, γ ∈ Γ such that γHx ∈ ZG }] ⊆ YG,

hence α[YG] = ZG, and again likewise for YM and ZM . �

Finally we have a look at one extended example.
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2.1 Context Orbifolds and Group-annotated Contexts

Example 2.1.12 Let M be a set and let (A,B) ∈ P(M)2, called an implication on M
and often written as A −→ B. We say that A −→ B respects a subset X ⊆ M if and
only if

A 6⊆ X or B ⊆ X.

Furthermore let

|= := { (X,A −→ B) ∈M ×P(M)2 | A −→ B respects X }.

Now we are interested in folding the context

(P(M),P(M)2, |=).

Before we do so we observe that an implication A −→ B respects a set X if and only if if
A ⊆ X then B ⊆ X. With this we can equivalently consider the implication A −→ B\A.
Thus if we define

Imp(M) := {A −→ B | A ∩B = ∅ }

and consider folding the context

Imp(M) := (P(M), Imp(M), |=)

called the implication context of M , by a group of context automorphisms (where the
relation |= is now restricted to P(M) × Imp(M) without actually changing the name;
this is an abuse of notation).

As the group Γ of automorphisms we want to consider all mappings induced by per-
mutations on M , that is for every α ∈ SM we take the mapping

α̂ : P(M)× Imp(M) −→ P(M)× Imp(M)
(X,A −→ B) 7−→ (α[X], α[A] −→ α[B]),

which is a context automorphism of Imp(M). This is because α̂ is a bijective mapping
and

X |= A −→ B ⇐⇒ A 6⊆ X ∨B ⊆ X

⇐⇒ α[A] 6⊆ α[X] ∨ α[B] ⊆ α[X]

⇐⇒ α[X] |= α[A] −→ α[B].

Now let Γ be the group of context automorphisms induced by SM . Then we may identify
every α ∈ Γ with the inducing permutation, that means we shall write

α[M ] instead of α(M).

We then have

Γ(X) = {Y ∈ P(M) | |X| = |Y | },

Γ(A −→ B) = {C −→ D | |A| = |C| ∧ |B| = |D| },
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2 Context Orbifolds

the latter because SM acts transitively on Imp(M).
From now on let M be a finite set, n = |M | and (mi)0≤i<n an enumeration of M . We

choose as transversal of the orbits of Γ on P(M) the sets

Mi := {mj | j < i }

and as transversal of the orbits of Γ on Imp(M) the implications

Mi −→Mj \Mi with i < j.

Note that we have in particular Mn =M . We then get as stabilizers

ΓMi
= {α ∈ Γ | α[Mi] =Mi },

ΓMi−→Mj\Mi
= {α ∈ Γ | α[Mi] =Mi ∧ α[Mj \Mi] =Mj \Mi }

= {α ∈ Γ | α[Mi] =Mi ∧ α[Mj ] =Mj }

= ΓMi
∩ ΓMj

.

The annotation function η is given by

η(Mi,Mj −→Mk \Mj) = {α ∈ Γ |Mi |= α[Mj ] −→ α[Mk \Mj ] }

= {α ∈ Γ | α[Mj ] 6⊆Mi ∨ α[Mk \Mj ] ⊆Mi }

=
⋃

α∈η̃(Mi,Mj−→Mk\Mj)

ΓMi
αΓMj−→Mk\Mj

for some representatives η̃(Mi,Mj −→ Mk \Mj). Now let i, j, k ∈ { 1, . . . , n } and let
α ∈ η(Mi,Mj −→Mk \Mj). We define the function

ζn1,n2

i,j,k : M −→ M

ms 7−→







ms if 0 ≤ s < n1
ms+i if n1 ≤ s < j

ms+(n1−j) if j ≤ s < j + n2
ms+i−(n1+n2) if j + n2 ≤ s < k

ms+(n1+n2−k) if k ≤ s < k + i− (n1 + n2)

ms if k + i− (n1 + n2) ≤ s < n

for every n1 ≤ j, n2 ≤ k − j and n1 + n2 ≤ i. Figure 2.3 shows how these functions act
on M .

We now have two cases:

Case 1: α[Mj ] 6⊆Mi. Let

M1
j ∪̇M

2
j ∪̇M

1
k ∪̇M

2
k ∪̇M

1
n ∪̇M

2
n =M

a decomposition of M into disjoint sets such that

• Ms =M1
s ∪̇M

2
s for all s ∈ { j, k, n },
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[

0

M )

n1

)

j

)

j + n2

)

k

)

k + (i− n1 − n2)

)

n

[

0

M )

n1

)

n1 + n2

)

i

)

i+ (j − n1)

)

i+ (j − n1) + (k − j − n2)

)

n

Figure 2.3: Action of ζn1,n2

i,j,k on M .

• α[M1
s ] ⊆Mi and α[M2

s ] ⊆M
c
i for all s ∈ { j, k, n }.

That is, we write the sets Mj ,Mk \Mj and Mn \Mk as disjoint union of sets which
are mapped into Mi under α and which are mapped into M c

i = M \Mi under α.
In particular we have

|M1
j |+ |M

1
k |+ |M

1
n| = i

and since α[Mj ] 6⊆Mi we also have M2
j 6= ∅. This implies that

0 ≤ |M1
j | ≤ j − 1

0 ≤ |M1
k | ≤ k − j

i− (n− k) ≤ |M1
j |+ |M

1
k | ≤ i.

Now there exists a mapping σ1 ∈ ΓMj
∩ ΓMk

such that

σ1[M
1
j ] < σ1[M

2
j ] < σ1[M

1
k ] < σ1[M

2
k ] < σ1[M

1
n] < σ1[M

2
n],

ordered elementwise1. If we now apply ζ := ζ
|M1

j |,|M
1
k
|

i,j,k to these sets we get

ζσ1[M
1
j ] < ζσ1[M

1
k ] < ζσ1[M

1
n]

︸ ︷︷ ︸

=Mi

< ζσ1[M
2
j ] < ζσ1[M

2
k ] < ζσ1[M

2
n]

︸ ︷︷ ︸

=Mc
i

,

that is we move the blocks of M which are mapped into Mi with the help of ζ to
the front of M . Now there exists a (unique) mapping σ2 ∈ ΓM2 such that

α[M t
s] = σ2ζσ1[M

t
s] for s ∈ { i, j, k }, t ∈ { 1, 2 }.

1We set mi < mj if i < j.
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2 Context Orbifolds

The function σ2 simply reorders the elements in Mi and M c
i to obtain the same

result as applying α to M .

Therefore
α ∈

⋃

i−(n−k)≤s+t≤i,

0≤s<j,0≤t≤k−j

ΓMi
ζs,ti,j,kΓMj−→Mk\Mj

.

It remains to show that β := ζs,ti,j,k ∈ η(Mj ,Mj −→ Mk \Mj) for all pairs (s, t)
allowed in the above union. For this we have to show that β is well defined, i.e. the
parameters (s, t) are valid and β[Mj ] 6⊆ Mi or, equivalently, s < j. The second is
obviously true such that we only have to show that (s, t) are valid parameters for
ζ ·,·i,j,k. For this we have to show that the sums

s+ t+ (i− s− t) = i and (j − s) + (k − j − t) + (n− k − i+ s+ t) = n− i

hold (which is obvious) and are sums of non-negative integers since these sums
are the lengths of the segments which are moved around by ζs,ti,j,k. Clearly we have
0 ≤ s, t by definition and 0 ≤ i−s−t since s+t ≤ i. Furthermore we have 0 ≤ j−s
and t ≤ k − j also by definition and thus only 0 ≤ n− k − i+ s+ t remains to be
shown. But this follows directly from i− (n− k) ≤ s+ t and hence (s, t) are valid
parameters.

The whole situation is shown graphically in Figure 2.4.

[ ))
j

)
k

M

[ )) )
M1

j M2
j M1

k M2
k M1

n M2
n

M

σ1

[ )
i

)M

ζ

[ ) )M

σ2

α

Figure 2.4: Situation of Case 1.

Case 2: α[Mj ] ⊆Mi and α[Mk \Mj ] ⊆Mi. Then |α[Mj ] + α[Mk \ Mj ]| ≤ i, that is
k ≤ i. Thus the decomposition of M into disjoint sets as above simplifies to

M1
j ∪̇M

1
k ∪̇M

1
n ∪̇M

2
n =M.

Then there exists a mapping σ1 ∈ ΓMj
∩ ΓMk

such that
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• σ1|Mk
= id and

• σ1[M
1
n] < σ1[M

2
n],

i.e. σ1[M
1
n] ⊆Mi. Now we can again reorder the elements of the set Mi = σ1[M

1
j ] ∪̇

σ1[M
1
k ] ∪̇ σ1[M

1
n] and M c

i = σ1[M
2
n] with a mapping σ2 ∈ ΓMi

to obtain the same
result as applying α to M . Therefore we have shown that

α ∈ ΓMi
ΓMj−→Mk\Mj

and that id is a representative of a double coset. Note that id = ζj,ki,j,k.

[ ))
j

)
k

M

[ )) )
M1

j M1
k M1

n M2
n

M

σ1

[ )
i

)M

id

[ ) )M

σ2

α

Figure 2.5: Situation of Case 2.

It remains to show that the double cosets generated by the mappings ζn1,n2

i,j,k are different.

For this to see let α ∈ ΓMi
ζn1,n2

i,j,k ΓMj−→Mk\Mj
. Then it can easily be seen that with the

decomposition into disjoint cosets of M as above it is

n1 = |M
1
j | and n2 = |M

1
k |

hence α is in exactly one double coset. Therefore the given mappings are representatives.
(Note that id can only be a representative in the first case if i < j, i.e. Mj 6⊆Mi, which
means that k 6≤ i and the double coset of the second case does not exist.)

Now that we have found representatives we can concisely write down the context
orbifold of Imp(M) under Γ by simply writing down the table

({ 0, . . . , n }, { (j, k) | 0 ≤ j < k ≤ n }, (η̄(i, (j, k))))

with

η̄(i, (j, k)) := { (s, t) | 0 ≤ s < j, 0 ≤ t ≤ k − j, i− (n− k) ≤ s+ t ≤ i }

∪

{
∅ if k > i

{ (j, k) } if k ≤ i
,
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2 Context Orbifolds

that is instead of writing down ζs,ti,j,k we only store the pair (s, t).

But we can go one step further if we make the following observation: The context
Imp(M) can be attribute-reduced to the context

Imp(M)∗ = (P(M), Imp(M)∗, |=)

where

Imp(M)∗ = {A −→ { b } | b /∈ A }.

This means in our case, that k = j + 1 and thus the context orbifold of the attribute-
reduced implication context Imp(M)∗ can be represented by

({ 0, . . . , n }, { 0, . . . , n− 1 }, η̄(i, j))

and

η̄(i, j) := { (s, t) | 0 ≤ s < j, 0 ≤ t ≤ 1, i+ j + 1− n ≤ s+ t ≤ i }

∪

{
∅ if j ≥ i

{ (j, j + 1) } if j < i
.

An example of such a table is shown in Figure 2.6. ♦

0 1 2

0 { } { (0, 0) } { (0, 0) }
1 { (0, 1) } { (0, 0), (0, 1) } { (0, 0), (0, 1), (1, 0) }
2 { (0, 1) } { (0, 0), (0, 1), (1, 2) } { (0, 0), (0, 1), (1, 0), (1, 1) }
3 { (0, 1) } { (0, 0), (0, 1), (1, 2) } { (0, 1), (1, 0), (1, 1), (2, 3) }
4 { (0, 1) } { (0, 1), (1, 2) } { (1, 1), (2, 3) }
5 { (0, 1) } { (1, 2) } { (2, 3) }

3 4

0 { (0, 0) } { (0, 0) }
1 { (0, 0), (0, 1), (1, 0) } { (0, 1), (1, 0) }
2 { (0, 1), (1, 0), (1, 1), (2, 0) } { (1, 1), (2, 0) }
3 { (1, 1), (2, 0), (2, 1) } { (2, 1), (3, 0) }
4 { (2, 1), (3, 4) } { (3, 1) }
5 { (3, 4) } { (4, 5) }

Figure 2.6: Example of a context orbifold of the implication context of M = { 1, 2, 3, 4, 5 }
under the group Γ.
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2.1 Context Orbifolds and Group-annotated Contexts

2.1.4 Computing the Standard Context Orbifold from the Concept Lattice
Orbifold

Now that we understand context orbifolds well enough we may ask if, given a concept
lattice orbifold, we are able to compute the context orbifold of the standard context. The
answer is yes and the algorithm to achieve this goal is easy to formulate: if we were able
to find from the concept lattice orbifold all supremum and infimum irreducible elements
we can write down the context

(J(L),M(L),≤L)

and fold this context to get the standard context orbifold. But we can even do better
because we can observe that lattice automorphisms take supremum irreducible elements
to supremum irreducible elements and likewise for infimum irreducible ones. Therefore,
if we were able to identify orbit representatives of irreducible elements in the concept
lattice orbifold, we automatically get representatives for the standard context orbifold.
Furthermore, since the incidence relation in the standard context is ≤L, the computation
of the annotation is as easy as it could be:

η(g,m) = {α ∈ Γ : g ≤L α(m) } = λ(g,m).

So what is left is to characterize supremum and infimum irreducible elements in lattice
orbifolds. To do so we firstly identify infimum irreducible elements and secondly have
a look on what happens to a lattice orbifold when folding the dual lattice. We shall
also consider only finite lattices here since they allow an easy characterization of their
irreducible elements. This will be needed to find these elements from a corresponding
lattice orbifold.

We start with the following observation: Let L = (L,≤L) be a finite lattice. An
element x ∈ L is infimum irreducible if and only if it has exactly one upper neighbor
y ∈ L. Let Γ ≤ Aut(L) and Y = (Y,≤Y , (Γz)z∈Y , λ) be a lattice orbifold of L under Γ
such that x, y ∈ Y . Then

λ(x, y) = {α ∈ Γ | x ≤L α(y) } = Γy.

This also gives us

Γy = λ(x, y) = Γxλ(x, y)Γy

and therefore Γx ⊆ Γy. So in sum we have

x infimum irreducible in L =⇒ λ(x, y) = ΓxΓy and Γx ⊆ Γy for x ≤Y y upper neighbor.

We shall see in a moment that this statement can be transformed to be independent from
the actual lattice orbifold Y (we do not even need a lattice) and, more importantly, that
the implication actually gets an equivalence.
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Lemma 2.1.13 Let P = (P,≤P ) be a preordered set, Γ ≤ Aut(P ) and Y = (Y,≤Y ,
(Γy)y∈Y , λ) a preorder orbifold of P under Γ. Let x, y ∈ Y such that x ≤Y y and
α ∈ λ(x, y).

Then α(y) is the only element in Γ(y) with x ≤P α(y) iff Γx ⊆ Γα(y) and λ(x, y) =
ΓxαΓy.

Proof (⇒). Let α(y) be the only element in Γ(y) such that x ≤P α(y). Then λ(x, y) =

Γα(y). Now we can consider a preorder orbifold Ỹ = (Ỹ ,≤Ỹ , (Γy)y∈Ỹ , λ̃) where we

choose Ỹ = Y \ { y } ∪ {α(y) }. Then Y ∼= Ỹ , λ̃(x, α(y)) = Γα(y) and as above it follows
Γx ⊆ Γα(y). By Proposition 1.5.7 we also see that the number of double cosets are the

same for λ(x, y) and λ̃(x, α(y)) and since λ̃(x, α(y)) = ΓxΓα(y) the set λ(x, y) contains
exactly one double coset, where α is a representative of. Hence λ(x, y) = ΓxαΓy as
required.
(⇐). Let Γx ⊆ Γα(y) and λ(x, y) = ΓxαΓy. Furthermore let β(y) ∈ Γ(y) such that

x ≤P β(y). Then β ∈ λ(x, y) and therefore there exist γ ∈ Γx, δ ∈ Γy with β = γαδ.
Then it is

β(y) = γαδ(y)

= γα(y)

because δ ∈ Γy,

= α(y)

because γ ∈ Γx ⊆ Γα(y). Therefore α(y) is the only element in Γ(y) with x ≤P α(y). �

Together with the observation that neighbors in P are neighbors in every preorder
orbifold Y and, if the neighbor is not given by a long edge, vice versa we get the following
corollary.

Corollary 2.1.14 Let L be a finite lattice, Γ ≤ Aut(L) and Y = (Y,≤Y , (Γy)y∈Y , λ) be
a lattice orbifold of L under Γ. Then an element x ∈ Y is a representative of an orbit of
infimum irreducible elements of L if and only if x has exactly one upper neighbor y in
(Y,≤Y ) where λ(x, y) = ΓxαΓy for some α ∈ Γ and Γx ⊆ Γα(y). �

Now we could do all of the above again to find supremum irreducible elements y and
prove that the condition has to be changed to

λ(x, y) = ΓxαΓy and Γx ⊇ Γα(y).

But we may go another way and study what happens to preorder orbifolds Y = (Y,≤Y ,
(Γy)y∈Y , λ) when we dualize the original preorder P = (P,≤P ). Firstly we see that the
stabilizers do not change since they do not depend on ≤P . Secondly the relation ≤Y will
also get dualized since x ≤P α(y) implies y ≤P α−1(x). Finally the annotation function
is given by

{α ∈ Γ | y ≤−1
P α(x) } = {α ∈ Γ | x ≤P α−1(y) } = λ(x, y)−1.

So in sum we get the following result.
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Lemma 2.1.15 Let P = (P,≤P ), Γ ≤ Aut(P ) and Y = (Y,≤Y , (Γy)y∈Y , λ) a preorder

orbifold of P under Γ. Then Ỹ = (Y,≤−1
Y , (Γy)y∈Y , λ̃) with

λ̃(y, x) = λ(x, y)−1

is a preorder orbifold of P d = (P,≤−1
P ) under Γ. �

With this we see that the representatives x of elements with exactly one lower neighbor
of L, which are the elements with exactly one upper neighbor of Ld, are given by

λ̃(x, y) = ΓxαΓy and Γx ⊆ Γα(y).

This gives
λ(y, x) = Γyα

−1Γx and Γx ⊆ Γα(y)

and interchanging x and y, observing that Γα(y) = αΓyα
−1 and renaming α−1 to α yields

what we were looking for.

Corollary 2.1.16 Let L be a finite lattice, Γ ≤ Aut(L) and Y = (Y,≤Y , (Γy)y∈Y , λ) be
a lattice orbifold of L under Γ. Then an element y ∈ Y is a representative of an orbit of
supremum irreducible elements of L if and only if y has exactly one lower neighbor x in
(Y,≤Y ) where λ(x, y) = ΓxαΓy for some α ∈ Γ and Γx ⊇ Γα(y). �

This immediately gives us an algorithm to compute the standard context orbifold
directly from a concept lattice orbifold.

Theorem 2.1.17 Let L = (L,≤L) be a finite lattice, Γ ≤ Aut(L) and Y = (Y,≤Y ,
(Γy)y∈Y , λ) a lattice orbifold. Let

J(Y ) := { y ∈ Y | x ≤Y y unique lower neighbor, ∃α ∈ Γ : λ(x, y) = ΓxαΓy,Γx ⊇ Γα(y) },

M(Y ) := {x ∈ Y | x ≤Y y unique upper neighbor, ∃α ∈ Γ : λ(x, y) = ΓxαΓy,Γx ⊆ Γα(y) }.

Then the Γ-annotated context

(J(Y ),M(Y ), λ|J(Y )×M(Y ))

is a standard context orbifold of (J(L),M(L),≤L). �

Example 2.1.18 We want to consider Example 1.2.8 again, but this time we want to take
all graphs on four vertices (not necessarily connected) into account. This resulting lattice
orbifold Y has been considered in [GB] and is shown in Figure 2.7. In this example we
would like to find the standard context orbifold of this lattice orbifold.

Let Γ := S4. We are now going to identify the supremum and infimum irreducible ele-
ments of this lattice orbifold. For the supremum irreducible elements possible candidates
are

bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b
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bb

b b , S4

bb

b b , 〈(12)(34)〉

bb

b b , 〈(23)〉
bb

b b , 〈(12), (13)(24)〉

bb

b b , 〈(243), (34)〉

bb

b b , 〈(12), (132)〉

bb

b b , 〈(12)(34)〉

bb

b b , 〈(23)〉
bb

b b , 〈(13)(24), (14)〉

bb

b b , 〈(12), (34)〉

bb

b b , S4

(23)

(243)

(243)

Figure 2.7: Lattice orbifold of the lattice of all graphs on four vertices by the auto-
morphism group induced by the S4, see [GB]. The diagram also shows the
stabilizers of every representative.

since they only have one lower neighbor and the corresponding abridged annotation
consists only of one element. Let us consider the graph

bb

b b . Its lower neighbor is
bb

b b ,
its stabilizer is 〈(12), (13)(24)〉 and the stabilizer of

bb

b b is 〈(12)(34)〉. Since the edge
between the two is annotated with id we need 〈(12)(34)〉 ⊇ 〈(12), (13)(24)〉 for

bb

b b to
be a supremum irreducible element, which is not true. Therefore

bb

b b is not a supremum
irreducible element of Y . On the other hand if we consider

bb

b b we have
bb

b b as its lower
neighbor, which has S4 as stabilizer, hence

bb

b b is an irreducible element of Y and it turns
out that it is the only one.

For the infimum irreducible elements we get as candidates the graphs

bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b ,
bb

b b

and as for the supremum irreducible elements actually only the graph
bb

b b turns out to be
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an infimum irreducible element of Y , such that we get as standard context orbifold
bb

b b

bb

b b λ(
bb

b b ,
bb

b b )

where

λ(
bb

b b ,
bb

b b ) = Γ bb

b b

◦ { id, (23) } ◦ Γ bb

b b

. ♦

2.2 Context Derivation with Context Automorphisms

So now that we are able to fold contexts and unfold context orbifolds the next question
we want to look at is whether it is possible to compute derivations A′ in a context orbifold
Y without actually unfolding it. This is indeed possible and gives first insight into the
possibility of computing the concept lattice orbifold from a context orbifold directly.

2.2.1 η-Derivation

Example 2.2.1 We consider the context orbifold Y = (YG, YM , Irep, (Γg)g∈YG
, (Γm)m∈YM

, η)
depicted in Figure 2.2 on page 32 and the set { 1 }, i.e. we want to compute the object
concept of 1 in K = (G,M, I) directly from Y. This is fairly simple: Denote with { 1 }η

the set

{ 1 }η = {α(m) | m ∈ YM , α ∈ η(1,m) }

= { 1, 5, α(5), α2(5) }

= { 1, 5, 6, 7 }

that is we collect all α(m) such that α ∈ η(1,m) or equivalently 1 I α(m). But this
immediately gives { 1 }η = { 1 }′. With this we also compute the derivation of the set
{ 1, 5 }:

{ 1, 5 }η = { 1 }η ∩ { 5 }η

= { 1, 5, 6, 7 } ∩ { 5 }

= { 5 }.

But we can do even better: Since every g ∈ G can be represented as α1(g1) with g1 ∈ YG
and α1 ∈ Γ we can set

{ g }η = α1[{ g1 }
η].

This is indeed well defined since α1(g1) = α2(g2) implies

α1[{ g1 }
η] = α1[{α(m) | m ∈ YM , α ∈ η(g1,m) }]

= {α1(α(m)) | m ∈ YM , α ∈ η(g1,m) }]

= {α(m) | m ∈ YM , α ∈ α1η(g1,m) }

= {α(m) | m ∈ YM , α ∈ α2η(g1,m) }

= α2[{ g2 }
η]
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2 Context Orbifolds

and

α1η(g1,m) = α1[{α ∈ Γ | g1 I α(m) }]

= {α1α ∈ Γ | g1 I α(m) }

= {α1α ∈ Γ | α1(g1) I α1α(m) }

= {α ∈ Γ | α1(g1) I α(m) }

= {α ∈ Γ | α2(g2) I α(m) }

= α2η(g2,m).

With a very similar argumentation we also see that with α1(g1) = α2(g2) and β1(m1) =
β2(m2) we have

α1η(g1,m1)β
−1
1 = α2η(g2,m2)β

−1
2

that is the set α1η(g1,m1)β
−1
1 is determined uniquely by α1(g1) and β1(m1) and neither

by α1, g1, β1 nor m1.
Finally we have for H ⊆ G

Hη :=
⋂

g∈H

gη

=
⋂

α1(g1)∈H

α1[{ g1 }
η]

=
⋂

α1(g1)∈H

{α1α(m) | m ∈ YM , α ∈ η(g1,m) }

=
⋂

α1(g1)∈H

{α(m) | m ∈ YM , α ∈ α1η(g1,m) }

= {α(m) | m ∈ YM , ∀α1(g1) ∈ H : id ∈ α1η(g1,m)α−1 }.

Of course we can also define the derivation on attributes m ∈ YM with

{m }η := {α(g) | g ∈ YG, α
−1 ∈ η(g,m) }

motivated by α−1 ∈ η(g,m) ⇐⇒ g I α−1(m) ⇐⇒ α(g) I m. ♦

With this motivation we are well prepared to define derivation in context orbifolds.

Definition 2.2.2 (η-Derivation in Group-annotated Contexts) Let Y = (G,M, I,
(Hg)g∈G, (Hm)m∈M , η) be anH-annotated context, S ⊆ ˙⋃

g∈GH/Hg and T ⊆ ˙⋃
m∈M H/Hm.

Then the η-derivation in Y of S and T , respectively, is defined as

S↑η := { bHm ∈
⋃̇

m∈M

H/Hm | ∀aHg ∈ S : eH ∈ aη(g,m)b−1 }

T ↓η := { aHg ∈
⋃̇

g∈G

H/Hg | ∀bHm ∈ T : eH ∈ aη(g,m)b−1 }
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2.2 Context Derivation with Context Automorphisms

where eH is the neutral element of H. We may again write Sη and T η instead of S↑η

and T ↓η if it is clear where S and T come from. We may also write γη(g) and µη(m) to
denote the object and attribute concepts of g and m, respectively. ♦

Remark 2.2.3 In the definition of ↑η and ↓η we think of the set comprehension as a
disjoint set comprehension, that is we set

a1Hg1 6= a2Hg2

whenever g1 6= g2 and likewise b1Hm1 6= b2Hm2 whenever m1 6= m2.

Proposition 2.2.4 Let Y be an H-annotated context as above. Then the η-derivation
in Y is well defined and the pair (↑η, ↓η) forms a Galois-connection.

Proof Let Y = (G,M, I, (Hg)g∈G, (Hm)m∈M , η) be an H-annotated context. Then ↑η
is well defined as already has been shown in Example 2.2.1; the proof for ↓η being well
defined is similar. To see that (↑η, ↓η) form a Galois-connection we show

• ∀S1 ⊆ S2 ⊆ G : Sη
1 ⊇ S

η
2 ,

• ∀T1 ⊆ T2 ⊆M : T η
1 ⊇ T

η
2 ,

• ∀S ⊆ G : S ⊆ Sηη and

• ∀T ⊆M : T ⊆ T ηη

where Sηη = (Sη)η and likewise for T ⊆ M . We shall only show the second and the
fourth claim since the other two are similar to prove.

∀T1 ⊆ T2 ⊆M : T η
1 ⊇ T

η
2 : Let aHg ∈ T η

2 . Then eH ∈ aη(g,m)b−1 for all bHm ∈ T2,
hence eH ∈ aη(g,m)b−1 for all bHm ∈ T1 and therefore aHg ∈ T

η
1 as required.

∀T ⊆M : T ⊆ T ηη: We first note that

bHm ∈ T
ηη

⇐⇒ ∀aHg ∈M : (∀b̃Hm̃ ∈ T : eH ∈ aη(g,m)b̃−1) =⇒ eH ∈ aη(g,m)b−1.

But if bHm ∈ T then the implication on the right side is fulfilled and hence bHm ∈
T ηη as required.

One may note that more abstractly (↑η, ↓η) is induced by the well defined relation

{ (aHg, bHm) | eH ∈ aη(g,m)b−1 }

and thus must be a Galois-connection. �

Now a crucial fact is that derivation in context orbifolds is closely related to derivation
in the original contexts, which can be expressed best with the help of the mapping Ψ
from Proposition 1.4.1.
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Lemma 2.2.5 Let K = (G,M, I) be a context, Γ ≤ Aut(K) and Y = (YG, YM , Irep,
(Hg)g∈G, (Hm)m∈M , η) = repΓ(K). Then for every set S ⊆ G it is

SI = Ψ[(Ψ−1[S])η]

and for every T ⊆M

T I = Ψ[(Ψ−1[T ])η].

Proof We only show Ψ−1[SI ] = (Ψ−1[S])η. For this we observe that

α(g) I β(m) ⇐⇒ α−1β ∈ η(g,m)

for all g ∈ YG,m ∈ YM , α, β ∈ Γ. Therefore we see

βΓm ∈ Ψ−1[SI ] ⇐⇒ ∀αΓg ∈ Ψ−1[S] : β−1α ∈ η(g,m)

⇐⇒ ∀αΓg ∈ Ψ−1[S] : id ∈ βη(g,m)α−1

⇐⇒ βΓm ∈ (Ψ−1[S])η

again for g ∈ YG,m ∈ YM , α, β ∈ Γ. Note that this argumentation does not depend on
the choice of α and β since the sets αη(g,m)β−1 are uniquely determined by αΓg and
βΓm as has been shown above. �

With this lemma we see that we are able to compute all concepts of a given context
solely from a context orbifold. This will enable us, under some circumstances, to compute
the lattice orbifold of the concept lattice of the unfolding of a context orbifold without
actually computing the unfolding.

2.2.2 Computing the Concept Lattice Orbifold from the Context Orbifold

Now that we are able to compute derivations in context orbifolds we are of course able to
define concepts in contexts orbifolds. By Lemma 2.2.5 we have that these concepts are
nothing else but the concepts of the original contexts. So we see that – at least in principle
– we are able to reconstruct the whole concept lattice solely from the context orbifold.
But there is another question arising naturally, corresponding to an easy observation:
Every context automorphism α acts on concepts on the concept lattice B(K) of the
context K by

α((A,B)) := (α[A], α[B]) for all (A,B) ∈ B(K)

as a lattice automorphism. So we may ask whether we can find a “suitable” algorithm to
compute the concept lattice orbifold of B(K) by a group Γ of induced lattice automor-
phisms, given a context orbifold repΓ(K)? Hereby suitable means that we want to avoid
the obvious algorithm: unfold the context, compute the concept lattice and fold it by Γ.
And indeed we are able to modify the Next Closure Algorithm from [GW] in such
a way that we can compute a transversal of the orbits of Γ on B(K) computing neither
recΓ(repΓ(K)) nor B(K).

50



2.2 Context Derivation with Context Automorphisms

For this we restate Theorem 51 from [GW, page 251]. Let K = (G,M, I) be a finite
context, < be an arbitrary order relation on G = { g1, . . . , g|G| } and Γ ≤ Aut(K). We
want to compute from every orbit of concepts under Γ exactly one concept, and we choose
the one with the lectically largest extent. We shall call such extent orbit-maximal. Then
the following theorem gives us an algorithm to compute all orbit-maximal extents directly,
i.e. without computing all extents and afterwards choosing the orbit-maximal ones.

Theorem 2.2.6 (Theorem 51 from [GW]) Let A ⊆ G. The orbit-maximal extent
being lectically greater than A is the set

A+ := A⊕ i := (A ∩ { g1, . . . , g(i−1) })
′′,

i being the largest element of G with A <i A⊕ i and α(A⊕ i) ≤ A⊕ i for all α ∈ Γ. �

So we see by the previous observation that orbits of extents of a context K under Γ
correspond to orbits of concepts in the concept lattice. Hence if we compute extents one
per orbit with Theorem 2.2.6 we are able to compute a transversal of the orbits of Γ on
B(K). Therefore we have the following result.

Proposition 2.2.7 Let K be a reduced context and Γ ≤ Aut(K). Then the set

{ (A,A′) | A is orbit-maximal extent of K }

is a transversal of the orbits of Γ on B(K). �

Now that we have seen how to compute a transversal of the orbits of Γ on the concepts
of K we would like to be able to compute the corresponding annotation function λ from K,
too. To do this we need the following observation: Every concept lattice automorphism α
is uniquely determined by its action on the supremum and infimum irreducible elements
of the concept lattice. If this concept lattice is described by a reduced context there is a
one-to-one correspondence between supremum irreducible elements of the concept lattice
and the objects of the context, likewise for the infimum irreducible elements and the
attributes of the context. By this we see that α induces a unique context automorphism,
so we get the following result:

Proposition 2.2.8 Let K be a reduced context. Then every context automorphism
α ∈ Aut(K) corresponds to exactly one concept lattice automorphism α̃ where

α̃(A,B) = (α[A], α[B])

for all concepts (A,B) ∈ B(K). �

Therefore we shall from now on, for every reduced context, identify the automorphism
group of the context and the automorphism group of the corresponding concept lattice.
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With the preceding proposition we now can compute the annotation function λ given
that K = (G,M, I) is reduced:

λ((A1, B1), (A2, B2)) = {α ∈ Γ | (A1, B1) ≤ α((A2, B2)) }

= {α ∈ Γ |
∨

g∈A1

γ(g) ≤ α(
∧

m∈B2

µ(m)) }

= {α ∈ Γ |
∨

g∈A1

γ(g) ≤
∧

m∈B2

µ(α(m)) }

= {α ∈ Γ | ∀g ∈ A1,m ∈ B2 : g I α(m) }

=
⋂

α(g)∈A1,β(m)∈B2,

g∈YG,m∈YM

αη(g,m)β−1

where YG and YM are transversals of the orbits of Γ on G and M , respectively.
So summarizing what we have seen so far we get the following algorithm to compute

the concept lattice orbifold out of the context orbifold of a reduced context.

Theorem 2.2.9 Let K = (G,M, I) be a reduced context, Γ ≤ Aut(K) and Y =
(YG, YM , Irep, (Γyg)yg∈YG

, (Γym)ym∈YM
, η) a context orbifold of K under Γ. Let

Y := { (A,Aη) | A is orbit maximal extent of Y }

as can be computed with Theorem 2.2.6 and let

λ((A1, B1), (A2, B2)) :=
⋂

α(g)∈A1,β(m)∈B2,

g∈YG,m∈YM

αη(g,m)β−1

with (A1, B1), (A2, B2) ∈ Y . Furthermore let x ≤Y y :⇐⇒ λ(x, y) 6= ∅ for x, y ∈ Y .
Then the Γ-annotated preordered set (Y,≤Y , (Γy)y∈Y , λ) is a concept lattice orbifold

of B(K) under Γ. �

One has not to overestimate this theorem: Although the computation of the set Y
might be algorithmic the formula for the annotation function λ given in this theorem
is not very useful. In practice the function λ will be computed differently, mostly with
the help of the original definition. Especially the fact that we are not able to directly
compute double coset representatives from an abridged annotation function ηabr for the
corresponding concept lattice orbifold makes the above approach practically useless.

Finally we want to give an example of a context orbifold and its corresponding concept
lattice orbifold to illustrate similarities and differences of context orbifolds and concept
lattice orbifolds.

Example 2.2.10 We want to consider a finite, nonempty set M and the set Part(M)
of all its partitions. This set can be ordered by fineness, that is given two partitions
X = { y1, . . . , ynX

} and Y = { y1, . . . , ynY
} we can set

X ≤ Y :⇐⇒ ∀x ∈ X∃y ∈ Y : x ⊆ y.
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This will enable us to comprehend the lattice (Part(M),≤) as isomorphic to the concept
lattice of the following formal context, as has been given in [GW, page 52, (8)]: Let

(
M
2

)

denote the set of all two-elemental subsets of M and let m ∈M be an arbitrary element.
Then define the formal context

K := (

(
M

2

)

,P(M \ {m }), ⋄)

where
{ a, b } ⋄ T :⇐⇒ { a, b } ⊆ T or { a, b } ⊆M \ T.

The extents of K are exactly all equivalence relations on M and the intents are the
corresponding partitions of M ordered by ≤. In the following we want to determine the
context orbifold of K and the concept lattice orbifold of B(K) both by the automorphism
groups induced by the full symmetric group SM . Note that the context K is reduced up
to the full column labeled with ∅ and thus both the automorphism group of K and the
automorphism group of B(K) can be identified.

We start with the lattice (Part(M),≤) and first consider the action of a permutation
σ ∈ SM on (Part(M),≤). For this let X,Y ∈ Part(M) with X ≤ Y . Then obvi-
ously2Xσ, Y σ ∈ Part(M) and we have for all x ∈ X, y ∈ Y that

x ⊆ y ⇐⇒ σ[x] ⊆ σ[y].

Therefore σ acts on Part(M) as an automorphism and we can fold (Part(M),≤) by the
group Γ of automorphisms induced by SM .

Our first step will now be to find a suitable transversal of the orbits of Γ on Part(M).
For this we fix a linear ordering <M on M , that is without loss of generality we may
assume M = { 1, . . . , |M | }. Then any partition X = {x1, . . . , xn } can be reordered by
a mapping σ ∈ SM such that σ[x1] <M σ[x2] <M . . . <M σ[xn], that is

∀i, j ∈ { 1, . . . , n }∀s ∈ xi, t ∈ xj : i < j ⇐⇒ σ(s) <M σ(t).

Thus we can restrict ourselves to partitions which are sequences of closed intervals of M .
But since we are allowed to reorder the sequence of closed intervals in any possible way
we can restrict ourselves even further to consider only those partitions of M where either
the number of blocks is different or there are blocks of different sizes in each partition.
For this let X,Y ∈ Part(M). Then we define

X 6∼= Y :⇐⇒ |X| 6= |Y | or ∃x ∈ X∀y ∈ Y : |x| 6= |y|.

Then X and Y are not in the same orbit if and only if X 6∼= Y .
We now may construct such a system of partitions as follows: LetM0 := { {m } | m ∈M }

the finest partition of M , that is the least element in (Part(M),≤). Now we observe that
the direct upper neighbors of M0 are all those partitions where exactly two blocks are
unified to one block. Since we are only interested in those partitions which are not in one

2We may use for this example the notation Xσ = {σ[x] | x ∈ X } in contrast to σ[x] and σ(x).
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orbit under Γ we may take only those partitions where we have unified adjacent intervals
and which are in the relation 6∼=. This algorithm can be done easily. Thus we come from
the level of M0 with |M | elements per partition to the next level with |M | − 1 elements
per partition and so on. We do this until we reach the one-partition { {M } } with 1
element per partition. The resulting system of partitions created by this little algorithm
now fulfills the requirement given above and additionally we have

X ⋖ Y ⇐⇒

∃x, x̃ ∈ X, y ∈ Y : x ∪ x̃ = y and ∀x̂ ∈ X \ {x, x̃ }∃ŷ ∈ Y \ { y } : x̂ = ŷ, (2.1)

where ⋖ denotes direct neighborhood. Hence we see that two partitions being directly
neighbored are the same up to two sets which have been unified to one.

Example 2.2.11 We may consider the set M = { 1, 2, 3, 4 }. The algorithm may produce
the following results:

level partitions

0 { { 1 }, { 2 }, { 3 }, { 4 } }
1 { { 1, 2 }, { 3 }, { 4 } }
2 { { 1, 2, 3 }, { 4 } }, { { 1, 2 }, { 3, 4 } }
3 { { 1, 2, 3, 4 } } ♦

Now letM denote such a set of partitions of M . Then the order onM being the order
of the lattice orbifold of (Part(M),≤) is the restriction of ≤ onM. Furthermore we can
identify with every element X ∈ M a partition of |M | in a unique way. Hence we see
that the base set of the lattice orbifold of (Part(M),≤) is isomorphic to the ordered set
(|M |,≤|M |), where two partitions of |M | are directly neighbored if and only if the upper
arises from the lower by adding two summands. Figure 2.8 shows the base structure of
the lattice orbifold of the set { 1, . . . , 5 }.

It now remains to compute the annotation function λ (or equivalently an abridged
annotation function λabr) of this lattice orbifold.

For this we first see that by Proposition 1.5.9 there will be no long edges in the
lattice orbifold of (Part(M),≤). Hence we only have to compute an abridged annotation
function λabr for partitions X,Y ∈ M with X ⋖ Y . For this let σ ∈ SM with X ⋖ Y σ.
Since X ⋖ Y we can write Y as

Y = {X1 ∪X2, X3, . . . , Xn }.

The same argument also applies to Y σ, thus we have

Y σ = {Xi1 ∪Xi2 , Xi3 , . . . , Xin }

= {σ[X1] ∪ σ[X2], σ[X3], . . . , σ[Xn] }.

Now we have to consider two different cases:

i) σ[X1] ∪ σ[X2] = Xi1 ∪Xi2 and
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b 1 + 1 + 1 + 1 + 1

b 1 + 1 + 1 + 2

b1 + 2 + 2 b 1 + 1 + 3

b2 + 3 b 1 + 4

b 5

Figure 2.8: The base structure of lattice orbifold of the partition lattice of the set
{ 1, . . . , 5 }.

ii) σ[X1] ∪ σ[X2] = Xj , σ[Xk] = Xi1 ∪Xi2 for some Xj ∈ Y
σ and Xk ∈ Y .

Case i: We may assume that σ[Xj ] = Xij for all j = 3, . . . , n, that is σ behaves like an
element of the stabilizer of X except for the sets X1, X2, where σ is allowed to map
elements arbitrarily to Xi1 and Xi2 . But we can decompose σ into a product of two
certain mappings stabilizing X and Y . For this we can, without loss of generality,
assume that |X1| = |Xi1 | and |X2| = |Xi2 |. Then we move all elements from X2,
which are mapped under σ to Xi1 , to X1 and vice versa. The mapping realizing
this, say σ1, stabilizes Y (note that σ1 is not uniquely determined). Now we can
simply map the elements of σ1[X1] to Xi1 and of σ2[X2] to Xi2 as σ does, and on
all other sets Xj we map the elements to σ[Xj ] again as σ does. The mapping
realizing this, say σ2, can be defined by

σ2(σ1(x)) = σ(x)

and is then an element of the stabilizer of X and we have

σ = σ2 ◦ σ1 ∈ ΓX ◦ ΓY .

Hence λabr(X,Y ) could simply be { id }.

Case ii: This case is similar to case 1, as σ acts on nearly all sets as a stabilizer of
X and indeed a decomposition σ = σ2 ◦ σ1 ∈ ΓX ◦ ΓY is again possible. Firstly
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we observe that |Xk| = |Xj | = |Xi1 ∪ Xi2 | = |σ[X1] ∪ σ[X2]| and without loss
of generality we may assume that |σ[X1]| = |Xi1 | and |σ[X2]| = |Xi2 |. Now the
mapping σ1 shall act on Y by fixing all elements but those in X1, X2 and Xk. The
elements of X1 ∪X2 are mapped to Xk under σ1 and the elements of Xk which are
mapped to Xi1 are mapped to X1 and the rest is mapped to X2. Now σ2 can be,
as above, defined by

σ2(σ1(x)) = σ(x).

Then σ2 maps the elements of Xk to Xj , the elements of X1 to Xi1 and the elements
of X2 to Xi2 , hence σ2 ∈ ΓX . Therefore we can again choose λabr(X,Y ) to be { id }.

So in sum we have proven that λabr(X,Y ) = { id } for X ⋖ Y and ∅ elsewhere is an
abridged annotation function for the lattice orbifold of (Part(M),≤) by Γ. Therefore
Figure 2.8 can already be considered as the lattice orbifold of the partition lattice of
{ 1, . . . , 5 }.

Contrary to this the context orbifold of K by the automorphism group induced by SM
can be computed easier. For this we firstly examine the action of SM on K as a group of
automorphisms and afterwards compute an abridged annotation function ηabr.

For this let σ be a permutation on M . Then we define σ̃ by

σ̃({ a, b }) := {σ(a), σ(b) } ({ a, b } ∈

(
M

2

)

)

σ̃(T ) :=

{
σ[T ] if m /∈ σ[T ]

M \ σ[T ] otherwise
(T ∈ P(M \ {m }))

where m has been the element used in the construction of K. Then σ̃ is a context
automorphism of K since for every { a, b } ∈

(
M
2

)
, T ∈ P(M \ {m }) it is

{ a, b } ⋄ T ⇐⇒ { a, b } ⊆ T or { a, b } ⊆M \ T

⇐⇒ {σ(a), σ(b) } ⊆ σ[T ] or {σ(a), σ(b) } ⊆M \ σ[T ]

⇐⇒ σ̃({ a, b }) ⊆ σ̃(T ) or σ̃({ a, b }) ⊆M \ σ̃(T )

⇐⇒ σ̃({ a, b }) ⋄ σ̃(T ).

Let again denote Γ the set of all context automorphisms induced by SM , that is

Γ = { σ̃ | σ ∈ SM }.

Now a system of representatives of the orbits of Γ on the sets
(
M
2

)
and P(M \ {m })

can be computed easily. Since Γ acts on
(
M
2

)
transitively there is only one orbit and we

may choose any two distinct elements a, b ∈ M for a representative { a, b } of the orbits
of Γ on

(
M
2

)
. For the orbits of Γ on P(M \ {m }) we first observe that for a given set

T ∈ P(M \{m }) the orbit Γ(T ) contains all sets of cardinality |T | and |M |− |T |. Hence
we have

n :=

⌊
|M |

2

⌋
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orbits of Γ on P(M \ {m }) and we may choose for each of the cardinalities { 0, . . . , n }
exactly one set Mi ∈ P(M \ {m }) with this cardinality, i.e. |Mi| = i. So in sum we get
a context orbifold of the form

M0 M1 . . . Mn

{ a, b } η({ a, b },M0) η({ a, b },M1) . . . η({ a, b },Mn)
.

It now only remains to compute double coset representatives for the sets η({ a, b },Mi),
that is to compute an abridged annotation function ηabr for this context orbifold.

For this let T ∈ {M0, . . . ,Mn }, { a, b } be the object representative and let σ ∈ SM
such that { a, b } ⋄ σ̃(T ), that is

{ a, b } ⊆ σ[T ] or { a, b } ⊆M \ σ[T ].

Let us first consider the case { a, b } ⊆ σ[T ]. Let s, t ∈ T be two distinct, fixed elements
of T . Now there exist x, y ∈ T such that σ(x) = a, σ(y) = b. We define

σ1 := (xs)(yt),

σ2 := (sa)(tb),

σ3 := σ ◦ σ−1
1 ◦ σ

−1
2 = σ ◦ (xs)(yt)(sa)(tb).

Then σ1 ∈ ΓT and it is σ3(a) = σ(x) = a, σ3(b) = σ(y) = b and thus σ3 ∈ Γ{ a,b }.
Obviously it is σ = σ3 ◦ σ2 ◦ σ1 and hence

σ ∈ Γ{ a,b } ◦ (sa)(tb) ◦ ΓT .

Now the case { a, b } ⊆ M \ σ[T ] works exactly the same with s, t ∈ M \ T and gives

different double cosets except for one case: if |M | is even and |T | = |M |
2 , then there exists

a permutation τ ∈ SM such that

τ [T ] =M \ T,

and hence τ̃(T ) = T (since m ∈M \ T ). This means that for σ ∈ SM we get

{ a, b } ⊆M \ σ[T ] ⇐⇒ { a, b } ⊆M \ σ[τ [M \ T ]]

⇐⇒ { a, b } ⊆ σ[τ [T ]] = (σ ◦ τ)[T ],

and thus
σ ◦ τ ∈ Γ{ a,b } ◦ (sa)(tb) ◦ ΓT

with s, t ∈ T as above. Since τ ∈ ΓT we get τ−1 ∈ ΓT and

σ ∈ Γ{ a,b } ◦ (sa)(tb) ◦ ΓT ,

hence only one double coset exists in this case.
So in sum we have shown that

η({ a, b }, T ) = Γ{ a,b } ◦ { (s1a)(t1b), (s2a)(t2b) } ◦ ΓT
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with s1, t1 ∈ T , s2, t2 ∈ M \ T distinct and provided that T and M \ T have at least
two elements and different cardinality. If the cardinalities are equal one of the two
representatives can be chosen since they generate the same double coset. If |T | ≤ 1
or |M \ T | ≤ 1 then the corresponding double coset simply does not exist. Figure 2.9
shows the partition context orbifold for the set M = { 1, . . . , 8 } and M = { 1, . . . , 9 },
respectively.

∅ { 1 } { 1, 2 } { 1, 2, 3 } { 1, 2, 3, 4 }

{ 1, 2 } (17)(28) (17)(28) (1), (17)(28) (1), (17)(28) (17)(28)

∅ { 1 } { 1, 2 } { 1, 2, 3 } { 1, 2, 3, 4 }

{ 1, 2 } (18)(29) (18)(29) (1), (18)(29) (1), (18)(29) (1), (18)(29)

Figure 2.9: Partition context orbifolds of the sets M = { 1, . . . , 8 } and M = { 1, . . . , 9 },
respectively, under the automorphism group induced by SM .

We see that folding the context of the partition lattice was easier than folding the
partition lattice itself. So it would be, also in general, desirable to have an efficient way
to compute the concept lattice orbifold directly from the context orbifold. In particular
such an algorithm should be able to compute an abridged annotation function for the
lattice orbifold directly from an abridged annotation function of the context orbifold
itself. ♦

2.3 A Sample Computation in GAP

The GAP-package ctxorb mentioned in chapter 2.1 is also capable – albeit to a limited
extent – to deal with group-annotated contexts and context orbifolds. In particular the
package is able to fold given contexts by subgroups of their automorphism group. We give
an extended example here and refer to the package documentation for more information
on this topic.

Example 2.3.1 We want to compute in GAP the context orbifold of the context

(P(M), Imp(M)∗, |=)

with M = { 1, . . . , 5 } with the definitions from Example 2.1.12.

To do this we first have to compute the sets P(M) and Imp(M)∗. This can be done
in GAP as follows

gap> M := [1 .. 5];

gap> Powerset_M := AsSet(Combinations(M));

[ [ ], [ 1 ], [ 1, 2 ], [ 1, 2, 3 ], [ 1, 2, 3, 4 ], [ 1, 2, 3, 4, 5 ],
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...

[ 4, 5 ], [ 5 ] ]

gap> Implications_M := AsSet(Filtered(Cartesian(Powerset_M,M),

pair_set_elt ->

not pair_set_elt[2] in pair_set_elt[1]));

[ [ [ ], 1 ], [ [ ], 2 ], [ [ ], 3 ], [ [ ], 4 ], [ [ ], 5 ],

...

[ [ 5 ], 1 ], [ [ 5 ], 2 ], [ [ 5 ], 3 ], [ [ 5 ], 4 ] ]

gap>

Now we have to implement the relation |=. As the package ctxorb requires the relation
to be implemented as a function we could write:

gap> satisfies := function(set, impl)

return (not IsSubset(set, impl[1]))

or impl[2] in set;

end;

gap>

Note that the function IsSubset in GAP needs its arguments in reverse order, that is

IsSubset(X,Y ) ⇐⇒ Y ⊆ X.

Now we can compute the context (P(M), Imp(M)∗, |=) with

gap> ctx := Context(Powerset_M, Implications_M, satisfies);

Context

gap>

A Display(ctx) yields a more detailed output of ctx. To fold this context we issue the
command

gap> ctx_orb := ContextOrbifold(ctx);

Context Orbifold with Size 6x5x29

gap>

The annotation computed by ContextOrbifold is the full annotation which might be
too much to be displayed (as can be seen by Display(ctx_orb)). To get an abridged
annotation we can use the method AbridgedAnnotation

gap> AbridgedAnnotation(ctx_orb);

[ [ [ 1, 7 ], [ ] ], [ [ 1, 8 ], [ () ] ], [ [ 1, 9 ], [ () ] ]

...

[ [ 6, 11 ], [ () ] ] ]

gap>

Hereby the annotation itself is of the form { ((a, b), ηabr(a, b)), . . . }. A Display(ctx_orb)

now prints the abridged annotation computed before:
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gap> Display(ctx_orb);

Context Orbifold

Underlying Binary Relation Structure:

Binary Relation Structure

Source: [ 1, 2, 3, 4, 5, 6 ]

Sourcenames: [ 1, 2, 3, 4, 5, 6 ]

Range: [ 7, 8, 9, 10, 11 ]

Rangenames: [ 35, 40, 44, 47, 49 ]

Relation:

.xxxx

xxxxx

xxxxx

xxxxx

xxxxx

xxxxx

Group: Group( ... )

Abridged Annotation:

eta(1, 8) = [ () ]

eta(1, 9) = [ () ]

eta(1, 10) = [ () ]

eta(1, 11) = [ () ]

eta(2, 7) = [ () ]

...

eta(6, 10) = [ () ]

eta(6, 11) = [ () ]

gap>

We now could compare this to the results obtained in Example 2.1.12. To do this we
first store the abridged annotation

gap> eta := AbridgedAnnotation(ctx_orb);;

gap>

Now by Proposition 1.5.7 we have that the number of representatives is invariant and
thus we can compare the number of representatives from Figure 2.6 with the number of
representatives in eta

gap> for entry in eta do

Print(" entry ", entry[1], " has size ", Size(entry[2]), "\n");

od;

entry [ 1, 7 ] has size 0

entry [ 1, 8 ] has size 1

entry [ 1, 9 ] has size 1

entry [ 1, 10 ] has size 1
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entry [ 1, 11 ] has size 1

entry [ 2, 7 ] has size 1

entry [ 2, 8 ] has size 2

entry [ 2, 9 ] has size 3

entry [ 2, 10 ] has size 3

entry [ 2, 11 ] has size 2

entry [ 3, 7 ] has size 1

entry [ 3, 8 ] has size 3

entry [ 3, 9 ] has size 4

entry [ 3, 10 ] has size 4

entry [ 3, 11 ] has size 2

entry [ 4, 7 ] has size 1

entry [ 4, 8 ] has size 3

entry [ 4, 9 ] has size 4

entry [ 4, 10 ] has size 3

entry [ 4, 11 ] has size 2

entry [ 5, 7 ] has size 1

entry [ 5, 8 ] has size 2

entry [ 5, 9 ] has size 2

entry [ 5, 10 ] has size 2

entry [ 5, 11 ] has size 1

entry [ 6, 7 ] has size 1

entry [ 6, 8 ] has size 1

entry [ 6, 9 ] has size 1

entry [ 6, 10 ] has size 1

entry [ 6, 11 ] has size 1

gap>

This shows that the number of representatives in Figure 2.6 and in eta are the same.
One question which may arise is where the numbers 1, . . . , 11 come from and how they

are connected to the original context ctx, that is now that we have computed the context
orbifold ctx_orb how can we see which elements have been chosen for the transversals of
the objects and the attributes? For this one has to know that the package ctxorb inter-
nally maps all structures to positive integers (as has been explained in Example 1.6.1),
so called indices ; a Display(ctx) shows some of these indices.

gap> Display(ctx);

Context

Objects: [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,

14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,

29, 30, 31, 32 ]

Objectsnames: [ [ ], [ 1 ], [ 1, 2 ], [ 1, 2, 3 ],

[ 1, 2, 3, 4 ], [ 1, 2, 3, 4, 5 ], [ 1, 2, 3, 5 ], [ 1, 2, 4 ],

[ 1, 2, 4, 5 ], [ 1, 2, 5 ], [ 1, 3 ], [ 1, 3, 4 ], [ 1, 3, 4, 5 ],

...
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gap>

Now when ContextOrbifold folds the context ctx it treats the indices as objects of ctx
and maps them to new indices, in our case 1, . . . , 11.

gap> Display(ctx_orb);

Context Orbifold

Underlying Binary Relation Structure:

Binary Relation Structure

Source: [ 1, 2, 3, 4, 5, 6 ]

Sourcenames: [ 1, 2, 3, 4, 5, 6 ]

Range: [ 7, 8, 9, 10, 11 ]

Rangenames: [ 35, 40, 44, 47, 49 ]

...

gap>

That is if we want to know which representatives have been used in ctx_orb we have to
follow the indices twice. The functions Context and ContextObjectName can be used to
do this: first we get the underlying context of ctx_orb with Context and then translate
indices, say 4 and 5, twice:

gap> underlying_ctx := Context(ctx_orb);

Context

gap> ContextObjectName(ctx, ContextObjectName(underlying_ctx, 4));

[ 1, 2, 3 ]

gap> ContextObjectName(ctx, ContextObjectName(underlying_ctx, 5));

[ 1, 2, 3, 4 ]

gap>

Again if you want to see more information on a particular function you may write

gap> ?ContextOrbifold ♦
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In the previous chapters we have developed a precise understanding of orbifolds of binary
relation structures in general and preorder and context orbifolds in particular, based on
the work by Monika Zickwolff ([Zw]). We have seen that preorder orbifolds of a given
preordered set are all isomorphic under a suitable definition of isomorphy and that they
allow easy visualizations in terms of a slight generalization of order diagrams together
with a short but complete annotation. We were also able to transform the results obtained
for preorder orbifolds to context orbifolds and moreover discovered that context orbifolds
allow an own kind of derivation, which is closely related to the derivation in formal
contexts. This gave us a first idea how to compute the concept lattice orbifold directly
from a context orbifold of a given formal context.

But although we have seen some first, old and new, results concerning orbifolds, there
are a lot of open questions and unexamined tasks related to preorder orbifolds, context
orbifolds and binary relation structure orbifolds:

• Given a concept lattice orbifold, we know that the base structure is at least a
preordered set. In the case of a lattice how can we find a context describing
this base structure or, in general, how can we find the context of the Dedekind-
MacNeille-Completion of the base structure, ideally from a context orbifold of the
given lattice orbifold?

• One big drawback of the idea of folding is that we always need a group of auto-
morphisms. Mostly it is not feasible to compute all of the automorphisms, but in
some cases it might be easier to compute some of the automorphisms and then get
a “partial orbifold” of the given structure. The question arising naturally now is
how automorphisms of the original structure not considered in the orbifold can be
seen in the orbifold? Can they possibly be understood as “automorphisms of the
orbifold” and can we therefore develop a new, precise notion of “repetitive folding”,
which at the end yields a result comparable to a complete orbifold?

• The original motivation of considering context orbifolds was to develop an algo-
rithm for rule exploration, that is for finding certain implications with variables
that describe a whole set of implications holding in a given context. Context
orbifolds might be able to provide such an algorithm and a modification of the
next-closure algorithm that directly works on context orbifolds has already been
given. The problem which remains is to generalize the closure operator used in
classical attribute exploration to context orbifolds, which seems difficult at least.
One of the problems here might be that the automorphisms and the lectic order
used for attribute exploration seem to be incompatible in such a way that a straight
forward adaption of the closure operator is not possible.
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• As we have seen in the previous chapter it is theoretically possible to compute the
concept lattice orbifold directly from a context orbifold. But to be practically fea-
sible one needs the ability to compute from the abridged annotation of the context
orbifold an abridged annotation of the concept lattice orbifold. More generally one
has to investigate whether all operations involving the full annotation function λ
can be modified in such a way that they only need an abridged annotation function
λabr. This might in particular be interesting when computing derivations in context
orbifolds. One can then have the hope that some algorithms can be speeded up
enormously.

• In this work we have never looked at certain properties the group Γ can have,
although this might be very helpful. For instance, can we formulate folding and
unfolding by means of generators of the group Γ? What if Γ has some interesting
properties, like being abelian, soluble, cyclic or polycyclic? Can we then expose
certain properties the orbifold has which can be used in algorithms?

• Automorphisms on a structure induce a partition of the base set by means of their
orbits. This partition corresponds to an equivalence relation and one might be
tempted to ask whether more general relations are suitable for computing orbifolds
of certain kinds of relational structures?

As can be seen the list of interesting questions is long and by far incomplete. This
work considers itself as a first investigation on the idea of folding structures by their
symmetries, tries to give a first insight on what can be expected from this idea and what
might be difficult to achieve using the technique of folding.
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