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Exercise 7.1 Show that the problem GNI of checking whether two labeled graphs on n ver-
tices are not isomorphic is in IP.

Exercise 7.2 Let n € N. Call an integer s € Z,, a quadratic residue modulo n if there exists
some 7 € Zj, such that s = > (mod n). The problem of checking whether an element of Z,
is a quadratic residue modulo n is clearly in NP. It is unknown whether this problem is also a
member of coNP.

The task is to show that the problem QNR of deciding whether an element of Z,, is not a
quadratic residue modulo 7 is in IP. Consider the following protocol:

+ Input: an integer n € N and some s € Z,,.

« The verifier picks a random b € { 0,1 } and some random = € Z (the set of all numbers
in Z, coprime to n).

- Ifb=0,send y = 22 (mod n) to the prover.

- Ifb=1sendy = s - 2°

(mod n) to the prover.
« Accept if the prover returns some ¢ € { 0,1 } such that £ = b.

Show that this is an interactive protocol for QNR.

Exercise 7.3 Show the following claims from the lecture: let V' be a probabilistic verifier and
let M be a message history of length j.

1. If j is even, i.e., the verifier sends the next message, then
max Pr(outy (V, P)(w, M;) = 1)

= Z Prr (V(w,r, Mj) = mj+1) . mlgxPr(outv<V, P)(w, (Mj,mj+1)) = 1).

mj41
2. If j is odd, i.e., the prover sends the next message, then

max mlgxPr(outVﬂ/, P)(w, (Mj,mj+1)) =1) = m}gxPr(outVﬂ/, P)(w, M;) =1).

mj41
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Solution For the first claim, it is readily verified that
m}ejler(outv<V, P)(w, M;) =1)
= m}gxPrr(outvﬂ/, P)(w,r, M;) =1)

= max > Pr(V(w,r, Mj) = mjya) - Pr(outy (V, P)(w, (Mj, mj41)) = 1)

mj41
< > Pr(V(w,r, Mj) = mjs) - max Pr(outy (V. P) (w, (M, mj1)) = 1).
mj+1
Furthermore, if P, ,, . . ., Py, are provers maximizing all the summands, then the prover P that

on receiving message history (11}, m; 1) just calls the corresponding prover P, , shows that
equality holds true.

For the second equation, the main idea to show this to notice that since the prover sends the
message m ;1 we have

Pr(outy (V, P)(w, (Mj,mj4+1)) = 1) < Pr(outy(V, P)(w, M;) = 1).

Indeed, if P(w, M;) = m,41 we have equality, and otherwise the left hand side is just 0.
Now choose a prover () such that

mlgxPr(outVﬂ/, P)(w, M;) = 1) = Pr(outy(V, Q)(w, M;) = 1) (1)

and suppose Q(w, M;) and ) do not maximize the left hand side of the claim. Then there exists
some prover ()’ and some message m’ such that

Pr(outy (V, Q) (w, (M;, Q(w, M;))) = 1) < Pr(outy(V, Q") (w, (Mj,m’)) =1).

Thus

contradicting our assumption (1). Thus
mlejler(outV(V, P)(w, M;) = 1) = Pr(outy (V,Q)(w, M;) = 1)

= Pr(outy (V, Q) (w, (Mj, Q(w, M;))) = 1)
= max mlgxPr(outyﬂ/, P)(w, (Mj,mj1)) = 1).

Mj+1
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Exercise 7.4 Let s € N. Show that if we replace in the definition of IP the completeness
parameter by 1 — 27" and the soundness parameter by 27", then the resulting class will
again be IP.



The main idea is to repeat the original protocol a suitable number of times and to take the
majority of the outcomes as the outcome of the repetitions. To show that the resulting com-
pleteness and soundness parameters are indeed as required, use the following weaker version
of the so called Chernoff Bounds: let X1, Xs, ..., X, be independent variables over { 0,1 } and
let 4 = E(>_" ; X;). Then for each § we have

=1

N P
Pr(;Xz <@ 5)u> < e 0n,

Solution Let L € IP,let V be some probabilistic verifier for L, let P be some optimal prover for
V,and let w € ¥*. Let n be the number of iterations. Define for i € {4,...,n } the random
variable X; by

1 ty(V, P =1
XZ(T’) — ou V< ’ >(w,7“) )
0 outy(V, P)(w,r) = 0.
for randomly chosen 7. If w € L, then Pr(X; = 1) > 2/3, and if w ¢ L, then Pr(X; = 1)
1/3.
Consider first the case x € L. ThenE(X;) > 2/3forall4, and in particular o == E(} " | X;) >
2/3. The probability that our majority approach returns the wrong answer is then

Pr<ZXZ- < g 71).

=1
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From Chernoff’s bound we obtain

Pr()_Xi < (1-0)u) < e,
=1

where (1 —6)u =2 —1,ie,6 = 1(1—2) + 1. Because st > 2n, we obtain § > 1 + 2, and
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- o < _7n(7+7) —=n— < —*TZ.

Ifx ¢ L, then 0 < p < 1/3. Applying Chernoff’s bound
n
2
Pr(Y X > (1+d)u) < e,
i=1

we obtain that the error probability in this case is bounded by e 9°# for (14+d6)pu=n/2ie,
d =n/(2u) — 1. Because of u < 1/3n, we have § > 1/2, and thus
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In summary, in both cases we can decrease the error probability exponentially with a poly-
nomial number of iterations. This shows the claim. O



