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Process (Equivalence) Relations

Definition 11 Any binary relation & C Pr x Pr is called a process relation. R is a
process equivalence if it is a process relation and an equivalence.

We have seen now two instances of process equivalences.
Theorem 12 <+ and =,, are process equivalences.

Proof: in a few slides ... i

Throughout the course, we will explore many more process equivalences, each time with a
different set of requirements.

Isomorphic equivalence (++) and trace equivalence (=,,) form meaninful boundaries.

Trivial boundaries: & = Pr x Pr (the universal equivalence) and () (the non-equivalence).
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A Proof of Theorem 12

Theorem 12 <+ and =,, are process equivalences.

Proof: For all processes p, q,r € Pr,
1. p<> pbyid: Pr— Pr(id(q) = ¢ for all ¢ € Pr) being an isomorphism.
2. p ++ q implies q <> p since the inverse f~! of an isomorphism f is an isomorphism (cf.
Lemma 7).
3. p <> q and q <> r implies p <> 7 since isomorphisms f and g compose to an

isomorphism g o f (if unclear, let’s make it another exercise & ).
For all processes p, q,r € Pr,
1. p =, piff traces(p) = traces(p) by reflexivity of =.

2. p =,, qiff traces(p) = traces(q) iff traces(q) = traces(p) iff g =, p by symmetry of =.
3. p=,qandq=, riffooiffp=_r by transitivity of =.

Concurrency Theory: Linear Time vs. Branching Time April 8, 2025



Reminder: <+ and =,

Example. Reconsider processes p and q and find that p =,, q

We have p <+ q butp =, q.

« this means, <>#=,,
 but does =, C? X
s or C=.?V

Process equivalence ¢&; ......... &
« is finer (than) it & C & strictly if it & C &,
« is coarser (than) it& D&
« is incomparable with if neither finer nor coarser
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Towards a Spectrum of Process Equivalences

Theorem 13

—~
—
SN—"
—~
\V)
~—

(3)
D C < C =, C U=PrxPr
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Towards a Spectrum of Process Equivalences

Theorem 13

Y

1) (2) (3)
P € + C =, C U=PrxPr

Proof: Parts (1) and (3) are clear. Proper inclusions stem from the examples we have seen.

Regarding (2), let p, ¢ € Pr such that p <+ q. Then there is an isomorphism f between the
graphs G(p) and G(q), meaning

1. f(p) = q (since p and q are the roots of their respective process graphs) and

2. p; — py (p; € Reach(p)) if and only if f(p;) = f(p2) (f(p1) € Reach(q))

... to be continued
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Towards a Spectrum of Process Equivalences
Proof: For every trace o = a,a5...a,, € Act”,

ay asg 2%

o € traces(p) iff Ip;,...,p,, EPr p —p; — - —> p, (by definition)
iff Ip,...,p,, € Pr .f(p) — f(py) N f(p,) (f is an isomorphism)
itf 3g1,...,q, EPr g — ¢ — -~ — g, (take ¢, = f(p1)---an = f(py))

)

iff o € traces(q) (by definition

For <»#=,,, reconsider p and ¢q below, having p =,, q but p ¢ q.

S
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Trace Equivalence: End of Story?

Example.

traces(p) ={¢e,€,€= } = {e, €, €, €= } = traces(p’)

There is one trace, namely €, that is a completed trace of p” but not of p.

In other words, trace equivalence (i.e., =,,) is not sensitive to deadlocks.
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The Completed Trace Semantics

Definition 14 A process p € Pr is a deadlock if p 2 forall a € Act.

The set of completed traces of a process p € Pr, denoted by traces,(p) is the set of all
traces o € ctraces(p) such that p — ¢ and q is a deadlock.

Processes p, q € Pr are completed trace equivalent, denoted by p =, ¢, if p =,, g and
ctraces(p) = ctraces(q).

Theorem 15
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Proof of Theorem 15

Theorem 15

(1) (2)
~ C C =

- —ctr - —tr

Regarding (2),

- observe that trace equivalence is part of the definition of =, ;

- in fact, ctraces(p) C traces(p) for all processes p € Pr;

* furthermore, \ serves as a counterexample, proving =_,, #=,,.

€ - 3

i
~

L)
~
=
=
AN

K
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Proof of Theorem 15

Towards (1),
- observe that a deadlock process p € Pr can only be isomorphic to other deadlock
processes;
« in fact, p <+ q for all processes p, g € Pr that are deadlocks;
« hence, any completed trace of p € Pr must be a a completed trace of f(p) (by the same
arguments as in proof of Theorem 13);
. also, & #=, (e.g., py and g, below).

AN

qq do Po
\
a
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Completed Traces: End of Story?

Definition 14 A process p € Pris a deadlock if p 2 forall @ € Act.

The set of completed traces of a process p € Pr, denoted by traces,(p) is the set of all
(o)
traces o € ctraces(p) such that p — g and q is a deadlock.

Processes p, q € Pr are completed trace equivalent, denoted by p =, q, if p =,, g and
ctraces(p) = ctraces(q).

Theorem 15

~
—_
~

ctr

=.., preserves traces (2) and deadlocks (\@ )

—cCtr
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Completed Traces are Insensitive to Nondeterminism

Example.

- €
e ~__ /
p—>q\ /p
' 3 7’1 T1/<—q1/ €

What more do we need?
1. We are looking for the intimate connection between nondeterminism and interaction.
2. We are aiming at equivalences going beyond linear-time (=,, and =, are linear-time).
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Recall

Definition 11 Any binary relation & C Pr x Pr is called a process relation. R is a
process equivalence if it is a process relation and an equivalence.

Theorem 15

(1
< ¢ =

~—

(2)
-

ctr —tr

If, between two process equivalences X, and R,, it holds that ®; C X,, we say that R, is
finer than R,, and R, is coarser than R;.

The coarsest process equivalence of all is & C Pr x Pr.
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Towards More Meaningful Equivalences

Example.

Maybe induction helps?
Suppose, p = €p («— claim);
1. sincep — q, p’ ne€eds to have a similar step
2. p —r gy andp’ — gy
3. thus, the clalm holds if ¢ = ¢4/ and/or(?) g = Gy

4. but as ¢ — and Qo =, q & gy ; similarly, ¢ — but q;, =, ¢ % ¢4/
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Induction Seems to Work

Example.

p #* p’ because q # q,/ and q F q..

Cooking up Equivalence =

p = q if, for all @ € Act,

1. for all p” with p = p’, there is a ¢ with ¢ = q' and p’ =

q’;

2. for all ¢’ with ¢ = q’, there is a p” with p = p’ and p’ =¢’.
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Induction Seems to Work

p = q if, for all @ € Act,
a a
1. for all p” with p — p’, thereis a ¢’ with ¢ — ¢’ and p’ = ¢’;
a a
2. for all ¢’ with ¢ — ¢’, thereisa p’ withp — p”" and p’ = ¢’.

€ ; - €

p #* p’ because q * @
Note,r =r' = @

All deadlock processes are equivalent under =.
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Where Does Induction Fail?

p = q if, for all a € Act,
a Qa
1. for all p” with p — p’, thereis a ¢’ with ¢ — ¢’ and p’ = ¢’;
a a
2. for all ¢’ with ¢ — ¢/, thereisap’ withp — p’ and p’ = ¢’.

Example. Reconsider processes p and q and find thatp =,, q

a

a (1

D 7 q

To prove that p = q, we have to show that ¢ = q because
a a
1. p — q and there is a ¢’ such that ¢ — q’, namely q¢' = q, for which q = q¢' = q, and
a a
2. ¢ — q and there is ap’ such thatp — q’, namelyq =q,...q=q = q.

To prove that ¢ = q, we have to show that ¢ = q ... To prove that ¢ = q, we have to show
that ¢ = q ... To prove that ¢ = q, we have to show thatq = q ... .. I
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Why Does Induction Fail?

p = qif, for all @ € Act,
a a
1. for all p” with p — p’, there is a ¢’ with ¢ — ¢’ and p’ = ¢’;
a a
2. for all ¢’ with ¢ — ¢’, thereisa p’ withp — p”" and p’ = ¢’.

« Induction requires a base case start with nothing: R, = {}

« By definition, in order to know that p = ¢, we have to already know that p’ = ¢’
« In the example, to know/prove that p = q, we have to already know that ¢ = q

a

a (3

D 7 q

What went wrong?
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What went well?

p = q if, for all a € Act,
a a
1. for all p” with p — p’, thereis a ¢’ withq — ¢’ and p’ = ¢;
a a
2. for all ¢’ with ¢ — ¢, thereisap’ withp — p’ and p’ = ¢’.

Example.
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An Inductive Approach to Process Equivalence in Reverse

@ Note

The coarsest process equivalence of all is & C Pr x Pr.

Compute ~, ~,, ... and define ~ ;=] _ =,
1. set ~y=U
2. p n+1qforn>OifforaIIaEAct
a. for all p’ Wlthp—>p there is a ¢’ W1thq—>q and p’ nq,
b. for all ¢’ Wlthq—>q there is a p’ Wlthp—>p and p’ ~_ ¢’
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An Inductive Approach to Process Equivalence in Reverse

Compute =, ~,, ... and define ~ ;=] _ =,
1. set~,=U
2. p~, ., qforn > Oifforalla € Act:
a. for all p’ Wlthp—>p there is a ¢’ Wlthq—> ¢ and p’ ~_ ¢’;
b. for all ¢’ with ¢ = q’, thereisap’ Wlthp—>p and p’ ~_ ¢’

Example.
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An Inductive Approach to Process Equivalence in Reverse

Example.

T'o Tor & 5% €

p—ji+q;//2 K\\\ﬁ
?\""1 ry S Qo /€
=0— {(pap)7M7M7M7 }
~,={(p,p), (p o (25057), (85677 ), oy (11,710 ), (71,790 )5 0}
ﬂ==ﬂnp%@4ﬁlp4ﬁ@9p)( 0), (@1, 01), (a2, 99), -}
=3= {(p,p), (p y D )7 <Qa Q>7 (Q1’7Q1’)7 <Q2’7QZ’>7 } ==

p ¥, p
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Rebooting Process Equivalence
A process relation X C Pr x Pr is called a (strong) bisimulation if, for all p,q € Pr,p R q
implies
1. for all p” with p = p’, there is a ¢’ with ¢ = ¢ and p’ R ¢’, and
2. for all ¢’ with ¢ = q’, there is a p” with p N p and p” R q’

for all a € Act. We call p and q bisimilar, denoted p =~ g, if there is a bisimulation X such
that p X q. ~ is called the bisimilarity.
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Rebooting Process Equivalence

Definition 16 (Bisimulation, Bisimilarity) A process relation X C Pr x Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p BN p’, there is a ¢’ with ¢ BN ¢’ and p” X ¢q’, and

2. for all ¢’ with ¢ BN q’, there is a p” with p = p’ and p” X ¢’

for all a € Act. We call p and q bisimilar, denoted p =~ g, if there is a bisimulation X
such that p % q. ~ is called bisimilarity.
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Rebooting Process Equivalence

Definition 16 (Bisimulation, Bisimilarity) A process relation X C Pr x Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p BN p’, there is a ¢’ with ¢ = ¢’ and p” X ¢q’, and

2. for all ¢’ with ¢ BN q’, there is a p” with p = p’ and p” X ¢’

for all a € Act. We call p and q bisimilar, denoted p =~ g, if there is a bisimulation X
such that p X q. ~ is called bisimilarity.

Consequences

1. bisimilarity =~ is the union of all bisimulations

2. showing that p ~ g holds reduces to finding a bisimulation X such that p X q

3. conversely, p % g can be shown by excluding the existence of any such bisimulation R
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Bisimilarity - Two Examples

Definition 16 (Bisimulation, Bisimilarity) A process relation X C Pr x Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p N p’, there is a ¢’ with ¢ BN ¢’ and p” R ¢q’, and

2. for all ¢’ with ¢ BN q’, there is a p” with p = p’ and p’ R ¢’

for all a € Act. We call p and q bisimilar, denoted p =~ q, if there is a bisimulation X

such that p % q. ~ is called bisimilarity.
Example.
a
a ()
p 7 q
p~qbyR={(p q),(qq)} but R = {(p,q),(q,p)} is not a bisimulation. .
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Bisimilarity - Two Examples

Example.

- 7 o <j— o €
~C )
e /€

?‘ ?“1 7‘1/ — qll

—

Towards a contradiction, suppose p €E p’. Then there is a bisimulation R withp R p’. As R

€
is a bisimulation, ¢ X qy, sincep” — qy» and p — q. But ¢ R q, cannot hold since ¢ —
ro whereas q;, =—. _
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Disecting Bisimilarity

Definition 16 (Bisimulation, Bisimilarity) A process relation R C Pr x Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p N p’, there is a ¢’ with ¢ N ¢’ and p” R ¢q’, and

2. for all ¢’ with ¢ BN q’, there is a p” with p BN p and p’ R ¢’

for all a € Act. We call p and q bisimilar, denoted p =~ g, if there is a bisimulation X
such that p X q. ~ is called bisimilarity.

Proofs of bisimilarity are

o local checks performed on states separately
« non-hierarchical no fixed temporal order
- require no base case this is not induction

It is, in fact, an example of coinduction
(We had already seen what happens if we read Definition 16 inductively.)
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Disecting Bisimilarity

Theorem 17 = is a process equivalence that is itself a bisimulation.

Proof: We have to show that =~ is (1) an equivalence and (2) a bisimulation.
to be continued...

Not every bisimulation is an equivalence:

Example.

p ’ q
p~qbyX=1{(p,q),(q q)} which is neither reflexive nor symmetric.
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Disecting Bisimilarity
Theorem 17 =~ is a process equivalence that is itself a bisimulation.

Proof: We have to show that =~ is (1) an equivalence and (2) a bisimulation.
Reflexivity id : Pr — Pr is, in fact, a bisimulation. For pid ¢ (i.e., id(p) = ¢q), we get p N
p iff g=1id(p) =p N p’ =id(p”") = ¢’. The same holds for steps from id(p).
Symmetry If R is a bisimulation, then R~ := {(q,p) | p X q} is a bisimulation.
Transitivity Let R, X, be bisimulations. We subsequently show that ;0 R, :=
{(z,2) | Jy.x By y Ny R, 2} is a bisimulation. For p &K, o R, q and p sy,

1. there is an 7 such that z &, r and r R, q; by definition of X0 X,
2. there is an 7’ such that r —s r’ and p’ Ry’ since R, is a bisimulation
3. there is a ¢’ such that ¢ = q¢ and r’ R, ¢’ since R, is a bisimulation
4. hence, by taking that q’, we get p” ®; o R, ¢’ by definition of R0 R,

Since bisimulations are union-closed (by Lemma 18, cf. next slide) and = is the union of all
bisimulations, =~ is itself a bisimulation. i
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Disecting Bisimilarity

Lemma 18 Bisimulations are closed under set unions: If {jez}Z is a (at most countable)
family of bisimulations, then Uz R, is a bisimulation.
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Disecting Bisimilarity

Lemma 18 Bisimulations are closed under set unions: If {731}Z is a (at most countable)
family of bisimulations, then Uz R, is a bisimulation.

Towards a special case, take two bisimulations X; and R, and consider #; U Rs:

Take p R, U R, q and consider p = p’.
a
1. if p R, q, then there is a ¢’ such that ¢ — ¢’ and p” &, ¢’ R, is a bisimulation
a
2. if p R, q, then there is a ¢’ such that ¢ — ¢’ and p” R, ¢’ R, is a bisimulation

In both cases, there is a ¢’ such that ¢ = q' and p R, U R, q. Same for q BN q .

Proof: If each R, is a bisimulation, then R = Uz R, is a bisimulation. For each pair p R ¢,
there is a &, such that p X, q.
1. ifp N p’, there is a ¢’ such that ¢ = q andp’ R, ¢ R, is a bisimulation
2. if g N q’, there is a p’ such that p = p andp’ R, ¢’ R, is a bisimulation

In each case p” R, ¢’ and, thus, p’ R ¢’. |
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Yet Another Characterization of ~

Theorem 19 = is the largest bisimulation, i.e., the largest process relation =~ such that
p =~ q implies for all a € Act:

1. for all p” with p N p’, there is a ¢’ with ¢ = ¢ and p’ R ¢’, and

2. for all ¢’ with ¢ N q’, there is a p” with p 2 p’andp’ R q’.
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Yet Another Characterization of ~

Theorem 19 = is the largest bisimulation, i.e., the largest process relation ~ such that
p =~ q implies for all a € Act:

1. for all p” with p N p’, there is a ¢’ with ¢ BN ¢’ and p” X ¢q’, and

2. for all ¢’ with ¢ N q’, there is a p” with p BN p’andp’ R q’.

Proof: By Theorem 17, =~ is a bisimulation. It remains to be shown that it is the largest one.

Consider two largest bisimulations ~ and 5. Since bisimulations are union-closed (by
Lemma 18), ~Uisa bisimulation as well, implying that = U and ~==~ U =~ to not
contradict the assumption that ~ and = were chosen to be largest. Thus, =~ is the unique
largest bisimulation.
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Bisimilarity is an Example for Branching-Time

Theorem 20

—~
=
N—
—
\Y)
~

—ctr —tr

Proof:
(1) Let f : Pr — Pr be an isomorphism. We show, f is a bisimulation.

Forp f q (ie, f(p) = q),
D N p’ iff f(p) N f(p") since f is an isomorphism
iff ¢’ .q N q by f(p) =q take ¢’ = f(p)

We have p” f ¢’ since f(p’) = q’. The second direction is analogous.

Towards <+=#2~, =~ is insensitive to branch duplicates.
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Bisimilarity is an Example for Branching-Time

Theorem 20

—~
—_
N—
—~
\V)
~—

=ctr —tr
Proof:
(2) Let p,q € Prsuch that p ~ q. We need to show that p =_,, ¢, meaning ctraces(p) =

ctraces(q). It is sufficient to show that ctraces(p) C ctraces(q) since the other direction
follows by symmetry (process equivalences are symmetric).

Let 0 € ctraces(p) with ¢ = aa,...a,,. Then there are states p;, ps, ..., p,, such that
1 az

an

p — p; — -+ — p,, and p,, is a deadlock.

a aq

a’n
Since p =~ g, there are q4, g5, -.., q,, such that ¢ . g — -+ — q,, such that p, ~ ¢,

(¢ = 1, ...,n). In particular, q,, is a deadlock. Thus, a,a,...a,, = o € ctraces(q).
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Counterexample for ~==_,

Theorem 20

—~
=
N—"
—
\V)
~

ctr —tr

Example.
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What about ~ ?

Do the two views on process equivalence, ~ and ~~_, coincide?

Definition 16 (Bisimulation, Bisimilarity) A process relation R C Pr x Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p N p’, there is a ¢’ with ¢ N ¢’ and p” X ¢q’, and

2. for all ¢’ with ¢ N q’, there is a p” with p 2 p and p’ R ¢’

for all a € Act. We call p and q bisimilar, denoted p =~ g, if there is a bisimulation X
such that p X q. ~ is called bisimilarity.

gw::ﬂizo .

1. set ~y=U

2. p n+1qforn>01fforalla€Act
a. for all p’ Wlthp—>p there is a ¢’ Wlthq—>q and p’ nq,
b. for all ¢’ Wlthq—>q there is a p’ Wlthp—>p and p’ ~_ ¢’
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What about ~ ?
~ = ﬂz‘zo ~
1. set ~y=U
2. p~, ., qforn > Oifforalla € Act:
a. for all p’ Wlthp—>p there is a ¢’ with ¢ —> q¢ and p’ ~_ ¢’;
b. for all ¢’ with ¢ N q’, thereisap’ Wlthp—>p and p’ ~_ ¢’

Example.

p
O/¢N
a’ < a' < a? < a® &K at — ..
AN
q

Claim: For eachn € N, we getp ~_ q.
1. n=0,p =, q since ~y= Pr x Pr is the universal process equivalence.
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What about ~ ?

2.n—>n+1,
e ifq — q’, p answers by p — a'; for which we get a™ ~_ q’ by another
induction on n.
e ifq — a®, answer by p — a, and vice versa. Exploit reflexivity of ~. .

Claim: For eachn € N, a™ ~_ ¢’

1. n=0,v
2. n—n+1,a""! still hasn + 1 steps to go until it deadlocks a®.

Another Fact: For eachm,n € N, a™ ~_ q" ifm > n.

A
a < ol < a® < a® &t .

Concurrency Theory: Linear Time vs. Branching Time April 8, 2025



What about ~ ?

Definition 16 (Bisimulation, Bisimilarity) A process relation R C Pr X Pr is called
a (strong) bisimulation if, for all p, q € Pr, p R q implies

1. for all p” with p = p’, there is a ¢’ with q = ¢’ and p” X ¢q’, and

2. for all ¢’ with ¢ BN q’, there is a p” with p = p’ and p’ R ¢’

for all a € Act. We call p and q bisimilar, denoted p ~ ¢, if there is a bisimulation X
such that p R q. ~ is called bisimilarity.

Does p =~ q hold in the previous example?
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p=~q?

Example.

a {im a*

Assume, there is a bisimulation R such that p X q. Then for ¢ — q’, there is some m € N,
so thatp — a™ anda™ R q’.

Claim: For alln € N, a™ 2 ¢’.
1. n =0, a™ == whereasq’ — q’.
2.n—n+1a"" — a™ Thus,a™™ ~ ¢’ ifand only ifa™ =~ q’. By induction
hypothesis, a™ 2 q’. In conclusion, ¢"™ % ¢’.
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What is Wrong with ~ ?

Example.
p cee
O/¢\\\
a {al;a2<—a3<—a4<—.
+ //
q > q’D
1. pis
« acyclic,

« infinite-state,
« infinitely branching, and
« not even image-finite
2. q is cyclic, ..., and not even image-finite
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What is Wrong with ~ ?

Theorem 21 =~ and =~ coincide on image-finite LTSs.

Proof: We prove both directions separately. Consider all processes and, in fact, the underlying

LTS to be image-finite.
~Ce~  For eachn € N, we show that p ~ ¢ implies p ~_ ¢.

w

n = 0 Since ~ ==~,= Pr X Pr, p ~_ ¢ holds trivially.
Hypothesis Forn € N, p ~ g implies p ~_ q.
n—-n+1 pr ~ q holds, we showthatp ~ .1 q-Foreacha € Act
1. if p = p’, there is a ¢’ with q = g’ and p’ =~ ¢’. By induction hypothesis,

p =g lmphesp ~. q.
a
2. if g N q’, there is a p’ with p — p” and p’ =~ ¢’. By induction hypothesis,

p" = ¢’ implies p” =, ¢’.
Thus, every step of p (g, resp.) can be answered such that their successors are

related by ~, , proving that p ~__; g holds.
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What is Wrong with ~ ?

~ C~ We show thazt R ={(p,q)|p =, q}is a bisimulation. Consider a pair (p, q) € R.
« Suppose, p — p’.
e« Foralln € N,
asp ~, 4 g, there is some gq,, such that g N q,and p’ =~ q,;
« Since q is image-finite, the set Q) = {q’ q BN q’ } is finite;
thus, there must be one ¢ € @ such that p” ~,_ ¢’ foreachn e N=p’ ~ ¢

/
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