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#### Abstract

This paper studies the descriptional complexity of multi-parallel grammars with respect to the number of nonterminals and selectors, and the length of these selectors. As a result, it proves that every recursively enumerable language is generated by a multi-parallel grammar with no more than seven nonterminals and four selectors of length five.
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## 1 Introduction

The major topic of the descriptional complexity of grammars is to study how to reduce the number of grammatical components, such as the number of productions, selectors, nonterminals, etc., in order to make the grammars small, succinct, and, therefore, easy to use.

The present paper studies the descriptional complexity of multi-parallel grammars originally introduced (as multi grammars) by Kleijn and Rozenberg in 1983 (see [2]). Over its history, however, the original definition of multi-parallel grammars has been simplified. For that reason, the definition used in this paper is based on the definition given by Meduna and Kolář in [5]. Informally, multi-parallel grammars are E0L grammars (see [6, Chapter 2]) having a set of selectors, represented by simple regular languages, which allows or disallows the current sentential form to parallelly rewrite all its symbols. More precisely, any sentential form, say $u$, is rewritten if (i) either $u=S$, where $S$ is the start
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symbol, and there is a production $S \rightarrow v$, or (ii) $u \neq S, u \in \pi$, for some selector $\pi$, and all symbols of $u$ are parallelly rewritten according to the set of productions.

Recall that Meduna and Koláŕr [5] have proved that every recursively enumerable language is generated by a multi-parallel grammar with no more than eight nonterminals. However, no reduction in the number of selectors and in the length of these selectors has been studied so far. Thus, this gives rise to the open problem whether a similar result can be established for fewer nonterminals and the reduced number and length of selectors. This paper affirmatively answers this question. More specifically, it proves that every recursively enumerable language is generated by a multi-parallel grammar with no more than seven nonterminals and four selectors of length five.

## 2 Preliminaries and Definitions

This paper assumes that the reader is familiar with formal language theory (see [4]). For an alphabet (finite nonempty set) $V, V^{*}$ represents the free monoid generated by $V$. The unit of $V^{*}$ is denoted by $\varepsilon$. Set $V^{+}=V^{*}-\{\varepsilon\}$. For $w \in V^{*}, w^{R}$ denotes the mirror image of $w$.

Let $m \geq 1$ be a positive integer. A multi-parallel grammar is a quintuple $G=(N, T, P, S, K)$, where $N$ is a nonterminal alphabet, $T$ is a terminal alphabet, $V=N \cup T, S \in N$ is the start symbol, $P$ is a finite set of productions of the form $a \rightarrow x$, for $a \in V$ and $x \in V^{*}$, and $K=\left\{\pi_{1}, \ldots, \pi_{\ell}\right\}$ is a finite set of selectors, for some $\ell \geq 0$, where for each $i=1, \ldots, \ell, \pi_{i}$ is a language of the form $\pi_{i}=F_{1} F_{2} \ldots F_{m}$ with $F_{j} \in\left\{W^{+}: W \subseteq V, W \neq \emptyset\right\}$, for all $j=1, \ldots, m$.

We say that $G$ has selectors of length $m$. If $G$ has $k$ nonterminals, then $G$ is said to be a $(k, \ell, m)$ multi-parallel grammar; i.e., $G$ has $k$ nonterminals and $\ell$ selectors of length $m$.

Let $u, v \in V^{*}$. Then, $G$ directly derives $v$ from $u$ according to a selector $\pi \in K$, symbolically denoted as $u \Rightarrow v[\pi]$, provided that
(1) either $u=S$ and $S \rightarrow v \in P$, or
(2) there exists $k \geq 1$ so that
(a) $u=a_{1} \ldots a_{k}$ with $a_{i} \in V$, for all $i=1, \ldots, k$,
(b) $u \in \pi$,
(c) $v=x_{1} \ldots x_{k}$ with $a_{i} \rightarrow x_{i} \in P$.

In the standard manner, extend $\Rightarrow$ to $\Rightarrow^{n}$, for all $n \geq 0, \Rightarrow^{+}$, and $\Rightarrow^{*}$. The language of $G$ is defined as $L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\}$.

## 3 Result

This section presents the main result of this paper.
Theorem 1. Every recursively enumerable language is generated by a $(7,4,5)$ multi-parallel grammar.

PROOF. Let $L$ be a recursively enumerable language. It is well-known that there is a grammar $G=(\{S, 0,1, \$\}, T, P \cup\{0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$, \$ \rightarrow \varepsilon\}, S)$ with $\{S, 0,1, \$\} \cap T=\emptyset$ and $P$ containing (context-free) productions of the form

$$
\begin{aligned}
& S \rightarrow u S a, \\
& S \rightarrow u S v, \\
& S \rightarrow u \$ v,
\end{aligned}
$$

where $u, v \in\{0,1\}^{*}$ and $a \in T$, such that $L=L(G)$ and any terminal derivation in $G$ is of the form $S \Rightarrow^{*} u \$ u^{R} w$ by productions from $P$, where $u \in\{0,1\}^{*}$ and $w \in T^{*}$, and $u \$ u^{R} w \Rightarrow^{*} w$ by productions $0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$$, and $\$ \rightarrow \varepsilon$ (see [1] and [3]).

Construct the following $(7,4,5)$ multi-parallel grammar

$$
G^{\prime}=\left(N, T, P_{1} \cup P_{2}, S, K\right),
$$

where $N=\left\{S, 0,1,2,0^{\prime}, 1^{\prime}, \$\right\}$ such that $N \cap T=\emptyset$,

$$
\begin{aligned}
P_{1} & =\{a \rightarrow a: a \in T\} \\
& \cup\{0 \rightarrow 0,1 \rightarrow 1, \$ \rightarrow \$\} \\
& \cup\left\{0 \rightarrow 20^{\prime}, 0 \rightarrow 0^{\prime} 2,1 \rightarrow 21^{\prime}, 1 \rightarrow 1^{\prime} 2, \$ \rightarrow 2 \$ 2\right\} \\
& \cup\left\{0^{\prime} \rightarrow \varepsilon, 1^{\prime} \rightarrow \varepsilon, 2 \rightarrow \varepsilon, \$ \rightarrow \varepsilon\right\},
\end{aligned}
$$

$P_{2}$ contains productions of the form

$$
\begin{array}{ll}
S \rightarrow 2 u 2 S 2 a 2 & \text { if } S \rightarrow u S a \in P, \\
S \rightarrow 2 u 2 S 2 v 2 & \text { if } S \rightarrow u S v \in P, \\
S \rightarrow 2 u 2 \$ 2 v 2 & \text { if } S \rightarrow u \$ v \in P,
\end{array}
$$

and $K$ contains the following four selectors:
(1) $\pi_{1}=\{0,1,2\}^{+}\{2\}^{+}\{S\}^{+}\{2\}^{+}(\{0,1,2\} \cup T)^{+}$,
(2) $\pi_{2}=\{0,1,2\}^{+}\{2\}^{+}\{\$\}^{+}\{2\}^{+}(\{0,1,2\} \cup T)^{+}$,
(3) $\pi_{3}=\{0,1,2\}^{+}\left\{0^{\prime}\right\}^{+}\{\$\}^{+}\left\{0^{\prime}\right\}^{+}(\{0,1,2\} \cup T)^{+}$,
(4) $\pi_{4}=\{0,1,2\}^{+}\left\{1^{\prime}\right\}^{+}\{\$\}^{+}\left\{1^{\prime}\right\}^{+}(\{0,1,2\} \cup T)^{+}$.

To prove that $L(G) \subseteq L\left(G^{\prime}\right)$, consider a derivation in $G$,

$$
S \Rightarrow^{*} u \$ u^{R} w
$$

by productions from $P$, where $u \in\{0,1\}^{*}$ and $w \in T^{*}$, and $u \$ u^{R} w \Rightarrow^{*} w$ by productions $0 \$ 0 \rightarrow \$, 1 \$ 1 \rightarrow \$$, and $\$ \rightarrow \varepsilon$. It is not hard to see that (by selector $\pi_{1}$ )

$$
S \Rightarrow^{*} u_{1} 2 u_{2} 2 \$ 2 u_{3} 2 u_{4} w
$$

in $G^{\prime}$, where $u=u_{1} u_{2}=\left(u_{3} u_{4}\right)^{R}$, because during this part of the derivation, exactly four symbols 2 are generated (see the productions in $P_{2}$ ) and all symbols 2 occurring in the sentential form are removed (see the only production having 2 on its left-hand side, $2 \rightarrow \varepsilon$ ). To complete the simulation, assume that $u=u_{1} u_{2}=\bar{u} x$, where $x \in\{0,1, \varepsilon\}$ and $x=\varepsilon$ if and only if $\bar{u} x=\varepsilon$.

If $x=\varepsilon$, then

$$
22 \$ 22 w \Rightarrow w\left[\pi_{2}\right]
$$

by productions $2 \rightarrow \varepsilon$ and $\$ \rightarrow \varepsilon$ (and $a \rightarrow a, a$ occurs in $w$; however, we will not mention such productions in the remainder of this proof).

If $x \in\{0,1\}$, then

$$
u_{1} 2 u_{2} 2 \$ 2 u_{3} 2 u_{4} w \Rightarrow \bar{u} 2 x^{\prime} \$ x^{\prime} 2 \bar{u}^{R} w\left[\pi_{2}\right]
$$

by productions $2 \rightarrow \varepsilon, x \rightarrow 2 x^{\prime}, x \rightarrow x^{\prime} 2$ (for instance, for $x=0, x \rightarrow 2 x^{\prime}$ means $0 \rightarrow 20^{\prime}$ ). If $\bar{u}=\varepsilon$, then

$$
\bar{u} 2 x^{\prime} \$ x^{\prime} 2 \bar{u}^{R} w=2 x^{\prime} \$ x^{\prime} 2 w \Rightarrow w\left[\pi_{3} \text { or } \pi_{4}\right]
$$

by productions $2 \rightarrow \varepsilon, x^{\prime} \rightarrow \varepsilon, \$ \rightarrow \varepsilon$. Otherwise,

$$
\bar{u} 2 x^{\prime} \$ x^{\prime} 2 \bar{u}^{R} w \Rightarrow \bar{u} 2 \$ 2 \bar{u}^{R} w\left[\pi_{3} \text { or } \pi_{4}\right]
$$

by productions $2 \rightarrow \varepsilon, x^{\prime} \rightarrow \varepsilon, \$ \rightarrow 2 \$ 2$. The proof then follows by induction.
To prove the other inclusion, $L(G) \supseteq L\left(G^{\prime}\right)$, consider a derivation in $G^{\prime}$. Such a derivation is of the form

$$
S \Rightarrow^{*} w_{1} x w_{2} 2 \$ 2 w_{3} y w_{4},
$$

where $w_{1}, w_{2} \in\{0,1,2\}^{*}, w_{3}, w_{4} \in(\{0,1,2\} \cup T)^{*}, x, y \in\{0,1,2\}, x=2$ if and only if $y=2$ if and only if $w_{1} x w_{2}=2$, and the derivation is according to selector $\pi_{1}$. It means that during this part of the derivation, only $S$ is expanded according to productions from $P_{2}$ while all other symbols are replaced with themselves (except for 2 that is removed). Thus, during the first part of the derivation, there are exactly four symbols 2 in any sentential form different from the start form (symbol); two on the left-hand side of $\$$ and two on the right-hand side (see the productions in $P_{2}$ and production $2 \rightarrow \varepsilon$ ).

If $x=2$, then the derivation is of the form

$$
S \nRightarrow^{*} 22 \$ 2 w_{3} 2 w_{4}
$$

Then, the only applicable selector is $\pi_{2}$. Thus,

$$
22 \$ 2 w_{3} 2 w_{4} \Rightarrow w_{3} w_{4}
$$

where $w_{3} w_{4} \in T^{*}$, because if $\$$ is not removed, then the sentential form is of the form $\$ w_{3} w_{4}$ (by $\$ \rightarrow \$$ ) or $2 \$ 2 w_{3} w_{4}$ (by $\$ \rightarrow 2 \$ 2$ ), and it is not hard to see that no selector is applicable.
$\operatorname{In} G, S \Rightarrow^{*} \$ w_{3} w_{4} \Rightarrow w_{3} w_{4}$.
Assume that $x \neq 2$, then next $n$ steps of the derivation, for some $n \geq 1$, continue as follows:

$$
\begin{aligned}
w_{1} x w_{2} 2 \$ 2 w_{3} y w_{4} & \Rightarrow h\left(w_{1}\right) x h\left(w_{2}\right) 2 \$ 2 h\left(w_{3}\right) y h\left(w_{4}\right)\left[\pi_{2}\right] \\
& \Rightarrow h\left(w_{1}\right) x h\left(w_{2}\right) 2 \$ 2 h\left(w_{3}\right) y h\left(w_{4}\right)\left[\pi_{2}\right] \\
& \vdots \\
& \Rightarrow h\left(w_{1}\right) x h\left(w_{2}\right) 2 \$ 2 h\left(w_{3}\right) y h\left(w_{4}\right)\left[\pi_{2}\right] \\
& \Rightarrow h\left(w_{1}\right) 2 x^{\prime} h\left(w_{2}\right) \$ h\left(w_{3}\right) y^{\prime} 2 h\left(w_{4}\right)\left[\pi_{2}\right],
\end{aligned}
$$

where the first $n-1$ steps is by $2 \rightarrow \varepsilon$ and $\$ \rightarrow 2 \$ 2$, and the last step is by $x \rightarrow 2 x^{\prime}, y \rightarrow y^{\prime} 2,2 \rightarrow \varepsilon$, and $\$ \rightarrow \$$, and where $h$ is a homomorphism on $V^{*}$ defined as $h(2)=\varepsilon$ and $h(a)=a$, for all $a \in V-\{2\}$.

Therefore, $h\left(w_{2} w_{3}\right)=\varepsilon, x=y$, and a production of the form $x \rightarrow 2 x^{\prime}$ is applied on the left-hand side of $\$$ and of the form $x \rightarrow x^{\prime} 2$ on the right-hand side - not reversely; otherwise, no selector is applicable.

Thus, the derivation continues as follows.

If $h\left(w_{1}\right)=\varepsilon$, then

$$
2 x^{\prime} \$ x^{\prime} 2 h\left(w_{4}\right) \Rightarrow h\left(w_{4}\right)\left[\pi_{3} \text { or } \pi_{4}\right]
$$

by productions $2 \rightarrow \varepsilon, x^{\prime} \rightarrow \varepsilon, \$ \rightarrow \varepsilon$, where $h\left(w_{4}\right) \in T^{*}$; otherwise, no selector is applicable.

If $h\left(w_{1}\right) \neq \varepsilon$, then either

$$
h\left(w_{1}\right) 2 x^{\prime} \$ x^{\prime} 2 h\left(w_{4}\right) \Rightarrow h\left(w_{1}\right) 2 \$ 2 h\left(w_{4}\right)\left[\pi_{3} \text { or } \pi_{4}\right]
$$

by productions $2 \rightarrow \varepsilon, x^{\prime} \rightarrow \varepsilon, \$ \rightarrow 2 \$ 2$, or

$$
h\left(w_{1}\right) 2 x^{\prime} \$ x^{\prime} 2 h\left(w_{4}\right) \Rightarrow w_{5} 2 z^{\prime} \$ z^{\prime} 2 w_{6}\left[\pi_{3} \text { or } \pi_{4}\right]
$$

by productions $2 \rightarrow \varepsilon, x^{\prime} \rightarrow \varepsilon, \$ \rightarrow \$, z \rightarrow 2 z^{\prime}, z \rightarrow z^{\prime} 2$, where $h\left(w_{1}\right)=w_{5} z$ and $h\left(w_{4}\right)=z w_{6}$, for some $z \in\{0,1\}$ and $w_{5}, w_{6} \in\{0,1\}^{*}$. The proof then follows by induction.

In $G, S \Rightarrow^{*} h\left(w_{1}\right) x \$ x h\left(w_{4}\right) \Rightarrow h\left(w_{1}\right) \$ h\left(w_{4}\right)$ by productions from $P$ and production $x \$ x \rightarrow \$$.

## 4 Conclusion

This paper decreases the known number of nonterminals needed by multiparallel grammars to generate any recursively enumerable language from eight to seven. In addition, in this case, it studies the number and the length of selectors, and it proves that four selectors of length five are sufficient. However, although this paper improves the result from [5], it does not prove the minimality of the new result. Therefore, the question whether or not the numbers of nonterminals and selectors, and the length of selectors, are minimal remains open.
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